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Abstract: In this article we argue that self-deception evolved to facilitate interpersonal deception by allowing people to avoid the cues
to conscious deception that might reveal deceptive intent. Self-deception has two additional advantages: It eliminates the costly
cognitive load that is typically associated with deceiving, and it can minimize retribution if the deception is discovered. Beyond its
role in specific acts of deception, self-deceptive self-enhancement also allows people to display more confidence than is warranted,
which has a host of social advantages. The question then arises of how the self can be both deceiver and deceived. We propose that
this is achieved through dissociations of mental processes, including conscious versus unconscious memories, conscious versus
unconscious attitudes, and automatic versus controlled processes. Given the variety of methods for deceiving others, it should come
as no surprise that self-deception manifests itself in a number of different psychological processes, and we discuss various types of
self-deception. We then discuss the interpersonal versus intrapersonal nature of self-deception before considering the levels of
consciousness at which the self can be deceived. Finally, we contrast our evolutionary approach to self-deception with current
theories and debates in psychology and consider some of the costs associated with self-deception.
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Why would people deceive themselves? What is the mental
architecture that enables the same person to be both decei-
ver and deceived? How does self-deception manifest itself
psychologically? And how do these three questions interre-
late? In this article we address these issues with an evol-
utionary account of self-deception, according to which
self-deception evolved to facilitate deception of others.
First, we define what we mean by self-deception and
describe how self-deception serves the goal of interpersonal
deception. We then discuss the non-unitary nature of the
mind and how different types of psychological dualism
enable the same person to be both deceiver and deceived.
Next we describe different varieties of self-deception
and the evidence for these different varieties. We then
discuss the interpersonal versus intrapersonal nature of
self-deception before considering the levels of conscious-
ness at which the self can be deceived. Finally, we contrast
our evolutionary approach to self-deception with current
theories and debates in psychology.

1. Deception and self-deception

There are many ways to deceive other people. An obvious
choice is to tell an outright lie, but it is also possible to
deceive others by avoiding the truth, obfuscating the
truth, exaggerating the truth, or casting doubt on the
truth. Just as these processes are useful in deceiving

others, they can also be useful in deceiving the self.
For example, if I can deceive you by avoiding a critical
piece of information, then it stands to reason that I can
deceive myself in the same manner. Thus, we consider
various types of self-deception, including biased infor-
mation search strategies, biased interpretive processes,
and biased memory processes. What marks all of these var-
ieties of self-deception is that people favor welcome over
unwelcome information in a manner that reflects their
goals or motivations (in this sense, our approach to self-
deception is consistent with Kunda 1990; Mele 1997;
Pyszczynski & Greenberg 1987). We also consider classic
cases of self-deception such as rationalization and convin-
cing the self that a lie is true.

WILLIAM VON HIPPEL, professor of psychology at the
University of Queensland, Australia, conducts research
in social cognition and evolutionary psychology.

ROBERT TRIVERS, professor of anthropology at Rutgers
University, is best known for his theories of reciprocal
altruism, parental investment and sexual selection, par-
ental control of offspring sex ratio, and parent–offspring
conflict. Trivers is recipient of the Crafoord Prize for
“his fundamental analysis of social evolution, conflict
and cooperation.”

BEHAVIORAL AND BRAIN SCIENCES (2011) 34, 1–56
doi:10.1017/S0140525X10001354

# Cambridge University Press 2011 0140-525X/11 $40.00 1



Our approach consists of treating self-deception as a
variety of different processes that are directly comparable
to those involved in interpersonal deception. This
approach has the advantage of tying self-deception to pro-
cesses that have been studied in interpersonal deception.
But it has the disadvantage that some behaviors are ambig-
uous concerning whether they should be classified as self-
deception. This sort of ambiguity arises to the same degree,
however, in the study of interpersonal deception. For
example, consider a man who has returned home late
from work because he stopped to talk to a female colleague
and who is confronted by his wife, who wants to know why
he is late. If he responds by claiming his boss gave him an
extra assignment, then he is clearly being deceptive. If he
responds by saying that he stopped to talk to this female
colleague, then he is clearly being truthful. But if he
changes the subject – perhaps by saying that dinner
smells great – and thereby distracts his wife from her
line of inquiry, then it is not clear whether he was deceptive
or simply failed to answer the question. There is no way to
know if he is deceiving his wife (by avoiding the truth)
without knowing his intent in changing the subject or
without knowing more about the relationships among
him, his wife, and his colleague. In the same manner,
when people avoid unpleasant truths in their own lives, it
is often impossible to know if self-deception or some
other process is at work without knowing more about
their motives or situations. Nevertheless, just as interperso-
nal deception can be studied in the absence of complete
confidence in all classifications, self-deception can also be
studied despite the inevitability of such ambiguous cases.

Our approach of treating self-deception as information-
processing biases that give priority to welcome over unwel-
come information also differs from classic accounts that
hold that the self-deceiving individual must have two sep-
arate representations of reality, with truth preferentially
stored in the unconscious mind and falsehood in the con-
scious mind (see Gur & Sackeim 1979). As is clear in our
review of information-processing biases in section 5,
people can deceive themselves by preventing unwanted
information from being encoded in the first place. This
act can be demonstrably motivational, for example, if
people stop gathering information when they like the
early returns but keep gathering more information when
they do not (Ditto & Lopez 1992). The flexible nature of
this information-gathering bias also reveals that people
have some awareness that upcoming information may be
inconsistent with what they have already discovered.
Thus, biases of this sort are consistent with classic defi-
nitions of self-deception that emphasize simultaneous
knowing and not-knowing, in the sense that the individual
consciously knows the welcome information that has been
gathered but also has some awareness that unwelcome
information could be around the next corner (we refer to
this as potential awareness). In this case, however, true
knowing of unwelcome information is precluded because
the individual ends the information search before anything
unwelcome is ever encountered. Thus, the individual need
not have two representations of reality to self-deceive.
Rather, people can self-deceive in the same way that
they deceive others, by avoiding critical information and
thereby not telling (themselves) the whole truth.

It is important to note, however, that not all biases in
information processing are self-deceptive. For example,

biases can reflect cognitive shortcuts, errors, and differen-
tial weighting of prior and new information that have
nothing to do with motivational concerns (e.g., Chambers
& Windschitl 2004). From our perspective, biases in infor-
mation processing can be considered self-deceptive only
when they favor welcome over unwelcome information
in a manner that reflects the individual’s goals. For
example, if bolstering a person’s self-image makes that
individual more willing to search out negative information
about himself (Trope & Neter 1994), we have some evi-
dence that prior avoidance of negative information about
the self was motivated and self-deceptive. Similarly, if
people spend more time learning about the negative
than the positive features of someone else only when
they expect that person will reject them (Wilson et al.
2004), we again have some evidence that focusing on the
negative aspects of another was motivated and self-decep-
tive. But if biases are impervious to such manipulations or
irrelevant to such concerns, then the evidence suggests
that they are not self-deceptive. For example, people
often rely on peripheral cues such as source expertise
when processing arguments about issues that do not
concern them (Petty & Cacioppo 1986). Such biases do
not reflect self-deception, but rather are simply evidence
that these individuals are insufficiently motivated to
study the arguments carefully and are satisfied to rely on
a heuristic that experts tend to be correct. We return to
this issue of differentiating self-deceptive from non-self-
deceptive biases in section 5.

2. Self-deception in the co-evolutionary struggle
between deceiver and deceived

If (as Dawkins argues) deceit is fundamental in animal com-
munication, then there must be strong selection to spot decep-
tion and this ought, in turn, select for a degree of self-
deception, rendering some facts and motives unconscious so
as to not betray – by the subtle signs of self-knowledge – the
deception being practiced. Thus, the conventional view that
natural selection favors nervous systems which produce ever
more accurate images of the world must be a very naı̈ve view
of mental evolution. (Trivers 1976/2006, p. 20)

In the struggle to accrue resources, a strategy that has
emerged over evolutionary time is deception. For
example, people frequently lie to those on whom they
are dependent to receive resources that might not other-
wise be provided (DePaulo & Kashy 1998; Steinel & De
Dreu 2004). Indeed, approximately half of people’s daily
deceptions are intended to gain a resource for the self
(DePaulo & Kashy 1998). Such deceptive practices insti-
gate a co-evolutionary struggle, because selection favors
the deceived evolving new means of detection and the
deceiver evolving new means of deception. Self-deception
may be an important tool in this co-evolutionary struggle,
by allowing deceivers to circumvent detection efforts
(Trivers 1976/2006; 1985; 2000; 2009).

In the case of deception among humans, there are at
least four general categories of cues (beyond fact-finding
itself) that people can use to detect deception in others:
Signs of nervousness, suppression, cognitive load, and
idiosyncratic sources. Nervousness typically results from
consideration of the potential costs of detected deception,
and thus cues to nervousness can reveal deception
(DePaulo et al. 2003). Nevertheless, nervousness is an
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imprecise indicator of deception, in part because many
situations induce nervousness independent of deception
– including interrogations themselves – as people are
often nervous that they will be falsely accused of deception
(Bond & Fahey 1987). For this reason, reliance on ner-
vousness to detect deception can lead to a high rate of
false positives.

Deception can also be detected via physical indicators
of the act of suppression. For example, in an effort to
control nonverbal signs of nervousness that might reveal
deceptive intent, people try to control their face, trunk,
and limbs. This act of muscle control leaves telltale cues,
such as increased vocal pitch (DePaulo et al. 2003),
which then demand countervailing efforts at muscle relax-
ation. Deception can be detected when control efforts are
disjointed or when efforts at relaxation fail to eliminate
signs of suppression.

Cognitive load results when people must maintain two
types of content simultaneously in working memory. In
the case of consciously mediated deception, this means
true information to be suppressed and false information
to be promulgated. Deception can be detected by cues
associated with cognitive load, such as pausing and simpli-
fied sentence structure (Vrij 2004; Vrij et al. 2006). People
who are familiar with each other’s habits can also detect
deception via idiosyncratic signs of nervousness, suppres-
sion, and cognitive load, because different individuals
reveal their mental states in different ways.

Despite the cues that are available for the detection of
deception, research on lie detection suggests that people
perform poorly in detecting the deceptions of others.
For example, in their review of research conducted with
professional lie detectors (e.g., police officers), Vrij and
Mann (2005) found an overall detection rate of 55%,
barely above chance levels of 50% in these studies. This
detection rate is very similar to the 54% that emerged in
a huge meta-analysis that included various types of
untrained deceivers and detectors (Bond & DePaulo
2006). Many have concluded from these studies that
humans are poor lie detectors, which would suggest that
the selection pressure on deceptive abilities must be
weak. But this conclusion is premature, given that
research on detection of deception relies extensively on
four conditions that heavily advantage the deceiver.

First, most studies involve deception that is of little con-
sequence to the deceiver. As a result, cues associated with
nervousness, cognitive load, and suppression are minimized
by the fact that unimportant deceptions do not induce these
telltale signs (Mann & Vrij 2006; Vrij 2000; Vrij & Mann
2005). Consistent with this possibility, when police officers
evaluated videotapes of corroborated truths and lies told
in actual criminal interrogations, accuracy increased to
72% (Vrij & Mann 2005), and signs of cognitive load and
suppression appeared to differentiate liars from truth
tellers (Mann & Vrij 2006). Meta-analysis also supports
this conclusion, given that several cues to deception (e.g.,
vocal pitch) are more pronounced when people are more
motivated to deceive (DePaulo et al. 2003).

Second, most studies do not allow the deceived to ques-
tion the deceiver. To enhance experimental control and
minimize costs, the deceiver is typically presented on
videotape, thereby eliminating the possibility of further
interaction. This lack of cross-examination minimizes cog-
nitive load, nervousness, and the need for suppression, as

the rehearsed lie can be much easier to deliver than a
spontaneous answer to an unexpected question.1

Third, a substantial portion of the literature on detec-
tion of deception has been conducted with the goal of
finding cues that reliably identify most deceivers, perhaps
because of the potential applied value of general cues
to deception. Thus, idiosyncratic signs of cognitive load,
suppression failure, or nervousness tend to be missed in
such designs.

Fourth, most studies on detection of deception are con-
ducted on people who are unknown to each other. Our
ability to detect deception may be poorly suited for this
task, because this design feature eliminates the possibility
that people can learn to use idiosyncratic cues that might
help them determine when a particular individual is
lying (DePaulo 1994; Zuckerman et al. 1984). Consistent
with this possibility, detection rates increase when
people get to know each other (if they feel emotionally
close with each other; Anderson et al. 2002) and when
lies are told among close friends (DePaulo & Kashy
1998). Such effects are likely to be multiply mediated,
but they suggest that cross-examination and idiosyncratic
cues could be important in detecting deception.

Consistent with the notion that these four factors
reduce detection rates in laboratory studies, diary research
suggests that people detect deception at rates that are sub-
stantially greater than chance. For example, participants in
DePaulo et al.’s (1996) diary study reported that 15–23%
of their lies were detected. This rate is already high
enough to pose a significant threat – given the loss in
reputation and goal attainment when one is perceived as
a liar – but DePaulo et al.’s (1996) participants also
reported that in an additional 16–23% of the cases they
were unsure if their lies were detected.

We suggest that these reports are biased downward,
such that people underreport the degree to which others
have or might have detected their own deceptions. This
downward bias in reporting is likely to emerge due to an
asymmetry in the degree to which people accuse others
of deception. On the one hand, targets of intended decep-
tions do not always indicate that they doubt the deceiver
even when they do (Jang et al. 2002). To gain an infor-
mation advantage and to maintain harmony, people who
detect or suspect deception in others sometimes pretend
to believe them. On the other hand, it seems unlikely
that people indicate that they doubt deceivers when they
actually believe them, in part because accusations of
deception are a serious charge. This asymmetry suggests
that people may often think that others believe their
deception when in fact they do not, but will only rarely
think that others doubt their veracity when in fact they
have accepted their lies.2 Thus, it might be the case that
not only do the brunt of these 30–40% of cases reported
in DePaulo et al.’s (1996) diary study represent detected
deceptions, but a portion of the remaining 60–70%
might represent detected deceptions as well. For our
purposes, it would also be very useful to know what per-
centage of these detected deceptions emerged from fact-
finding and third-party information, and what percentage
were based on information derived directly from the
deceiver (e.g., via cross-examination). At this point this
remains a topic for future research.

In sum, the literature on deception may have grossly
underestimated people’s ability to detect deception through
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reliance on studies where (a) the deception is of little or
no consequence, (b) the deceived has no opportunity to
cross-examine the deceiver, (c) deceiver and deceived
are strangers to each other, and (d) there are no repeated
interactions between deceiver and deceived. If rates of
deception detection are, in fact, substantially higher
outside the laboratory than in it, we are led back to the
notion of a co-evolutionary struggle between deceiver
and deceived. Because successful deception can lead to
substantial benefits for the deceiver while imposing costs
on the deceived (DePaulo 2004), and because unsuccess-
ful deception can lead to substantial costs imposed on the
deceiver by people they had endeavored to deceive (Boles
et al. 2000; Schweitzer et al. 2006), those who would
deceive are in a perennial struggle against those who
would not be deceived. We propose that self-deception
offers an important tool in this co-evolutionary struggle
by allowing the deceiver the opportunity to deceive
without cognitive load, conscious suppression, increased
nervousness, or idiosyncratic indicators that a deception
is being perpetrated. To the degree that people can con-
vince themselves that a deception is true or that their
motives are beyond reproach, they are no longer in a pos-
ition in which they must knowingly deceive others. Thus,
the central proposal of our evolutionary approach to self-
deception is that by deceiving themselves, people can
better deceive others, because they no longer emit the
cues of consciously mediated deception that could reveal
their deceptive intent.

Corollary 1: Cognitive load reveals deception, but it
has other costs as well: demands on working memory
reduce performance in challenging domains (Schmader
& Johns 2003) and disrupt social functioning (von
Hippel & Gonsalkorale 2005). When people are forced
to maintain both truth and lies in working memory, they
are thus likely to show reduced ability to engage in other
tasks and access other opportunities. This cognitive load
required to maintain conscious deception is difficult to
avoid, because many deceptions require the deceiver to
keep fact and fiction in mind simultaneously to ensure
that the former is hidden and the latter is supported.

Self-deception provides a way to avoid this cognitive
load. To the degree that deceivers can convince them-
selves that their deception is indeed true, they are no
longer required to maintain the real facts of the case in
mind while they focus on promulgating the fiction.
Rather, by believing the fiction that they are expressing
to others, they can free their mind to concentrate on
other matters. Thus, the first corollary to our central pro-
posal is that by deceiving themselves, people are able to
avoid the cognitive costs of consciously mediated
deception.

Corollary 2: The best-laid plans often go awry, and lies
are no exception to this rule; even careful and well-prac-
ticed deceptions can be discovered. This ever-present
possibility of detection poses a problem for would-be decei-
vers, as retribution and exclusion are common responses to
detected deceptions (Boles et al. 2000; Schweitzer et al.
2006). This retribution appears to have deep evolutionary
roots, given that people react with strong feelings of anger
and other negative emotions when they realize they are
being deceived (Haselton et al. 2005). Such feelings of
anger motivate punishment of the offender, even when pun-
ishment exacts a cost for the punisher (Fehr & Gächter

2002). It is this anger and subsequent punishment that
ensures that detection of deception leads to suffering on
the part of deceivers, thereby reducing the likelihood of
future deception.

Because there are many legitimate reasons people may
fail to behave as desired or expected, one solution to the
threat of retribution when an apparent deception is uncov-
ered is to co-opt such reasons by pleading ignorance or
ineptitude rather than deception. Attribution of intent is
critical in determining whether the deceived feels anger
and seeks retribution or is willing to forgive (Schweitzer
et al. 2006; Stouten et al. 2006), and thus those who
accompany their deception of others with deception of
the self are better placed if discovered to avoid retribution.
By arguing that they had not intentionally deceived, self-
deceivers are more likely than conscious deceivers to
avoid retribution. Of course, conscious deceivers can
also deceive about their original knowledge and intent,
but the cues that are present to give away deception are
also present to give away deception about deception.
Thus, the second corollary to our central proposal is that
by deceiving themselves, people can reduce retribution if
their deception of others is discovered.

Implication: Our evolutionary hypothesis about the
role of self-deception in service of interpersonal deception
hinges primarily on the argument laid out earlier – that
despite what the research literature might appear to
show, people are actually quite good at detecting decep-
tion. This possibility is central to our hypothesis regarding
a co-evolutionary struggle and the subsequent origins of
self-deception. Just as importantly, this possibility is also
central to a proper understanding of deception and its
place in social life. Thus, a critical issue for future research
in deception and self-deception would be to establish how
successful people are at detecting important deceptions
occurring in naturalistic settings that allow those who are
being deceived to gather further information as they see
fit. Future research should also consider whether those
who deceive in such settings gain an accurate sense of
when their deceptions were successful versus unsuccess-
ful, because there are likely to be situations that lead to
clear feedback and others that do not. Although studies
such as these are likely to be challenging to design and
execute, methodologies involving simultaneous experience
sampling within groups of closely interacting individuals
may be a promising approach. But whatever the hurdles,
it should be clear that research on deception must move
beyond the closely controlled studies of the sort described
earlier if it hopes to answer these fundamental questions
about deception and its detection.

3. Self-deception in service of social advancement

Self-deception can also facilitate the deception of others in
a more general sense, in that it can help us convince others
that we are better (e.g., more moral, stronger, smarter)
than we really are. Thus, the benefits of self-deception
go beyond convincing others of specific lies, as self-decep-
tion can also help us accrue the more general social advan-
tages of self-inflation or self-enhancement.

People are impressed by confidence in others (Price &
Stone 2004; Slovenko 1999). Confidence plays a role in
determining whom people choose as leaders (Conger &
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Kanungo 1987; Shamir et al. 1993), romantic partners
(Buss 2009; Miller 2000; Schmitt & Buss 1996), and provi-
ders of various social and material services (Brown et al.
1998; de Jong et al. 2006; Westbrook 1980). Confidence
is also a determinant of social influence; confident people
are believed more, and their advice is more likely to be
followed than people who lack in confidence (Penrod &
Cutler 1995; Zarnoth & Sniezek 1997). To the degree
that people can bolster their image of themselves to them-
selves and enhance their self-confidence, they thereby
increase the chances that they will be able to influence
others and will be chosen for socially important roles. For
this reason, self-enhancement should be ubiquitous and
people should believe their own self-enhancing stories.
Evidence supports both of these possibilities.

With regard to ubiquity, self-enhancing biases are
evident in a wide variety of domains and strategies
among a wide variety of peoples (for a review, see Alicke
& Sedikides 2009). Even East Asians, who value humility
and harmony over individualistic self-aggrandizement,
show self-enhancement in their claims of the superiority
of their collectivist qualities (Sedikides et al. 2003; 2005).
Furthermore, like Westerners, East Asians who are lower
in depression and stress show this self-enhancement to a
greater degree than those who have more psychological
problems (Gaertner et al. 2008).

People not only self-enhance the world over, but the
average person appears to be convinced that he or she is
better than average (Alicke & Sedikides 2009). Most of
the research on self-enhancement does not allow one to
assess whether these aggrandizing tales are self-deceptive
or only intended to be other-deceptive, but some of
the variables used in this research support the idea that
people believe their own self-enhancing stories. For
example, in a pair of clever experiments Epley and
Whitchurch (2008) photographed participants and then
morphed these photographs to varying degrees with
highly attractive or highly unattractive photos of same-
sex individuals. Epley and Whitchurch then presented
participants with these morphed or unaltered photos of
themselves under different circumstances. In one exper-
iment participants were asked to identify their actual
photo in an array of actual and morphed photographs of
themselves. Participants were more likely to choose their
photo morphed 10% with the more attractive image than
either their actual photo or their photo morphed with
the unattractive image. This effect emerged to a similar
degree with a photo of a close friend, but it did not emerge
with a photo of a relative stranger. Because people often per-
ceive their close friends in an overly positive light (Kenny &
Kashy 1994), these findings suggest that people do not have
a general bias to perceive people as more attractive than they
really are, but rather a specific bias with regard to themselves
and close others.

In a second study, participants were presented with an
array of photos of other individuals, among which was a
single photo of themselves (either their actual photo or a
photo morphed 20% with the attractive or unattractive
image). Epley and Whitchurch (2008) found that people
were able to locate photographs of themselves most
rapidly if they were morphed with an attractive photo, at
an intermediate speed if they were not morphed, and
most slowly if they were morphed with an unattractive
photo. These findings suggest that the enhanced photo

most closely matches how people see themselves in their
mind’s eye, suggesting that they are deceiving themselves
about their own attractiveness. Were they aware of this
inaccuracy, they would be unlikely to claim the attractive
photo to an experimenter who has the truth at her dispo-
sal, and they would be unlikely to locate their more attrac-
tive self more rapidly than their actual self.

Thus far, the evidence from Epley and Whitchurch
(2008) suggests that self-enhancement biases appear to
be inaccuracies that are believed by the self. But are
they really self-deceptive? That is, do we have any evi-
dence that the participants in their experiments have
unconscious knowledge of what they really look like, or
that they have prevented themselves from gaining accu-
rate self-knowledge via motivated processes? At this
point we do not. But it is the case that the magnitude of
the self-enhancement effect documented by Epley and
Whitchurch (2008) was correlated with participants’
implicit self-esteem (as measured by a priming procedure
[Spalding & Hardin 1999] and the name letter effect
[Nuttin 1985]). This correlation suggests that people sys-
tematically distort their self-image not as a function of
how much information they have about themselves, but
rather as a function of their automatic positivity toward
themselves. Nevertheless, the utility of this measure as
an indicator of self-deception would be enhanced if it
were shown to relate to people’s goals or their biases in
encoding of information about their appearance (e.g.,
differential gazing at flattering vs. unflattering images of
themselves).

Along with their self-enhancing stories, people also
derogate others. Indeed, self-enhancement and other-
derogation are opposite sides of the same coin, as people
arrive at their self-image via social comparison (Festinger
1954). For this reason all self-evaluations are relative, and
the self can be elevated above others either via self-
enhancement or other-derogation. Like self-enhance-
ment, derogation of others can also be an offensive tool
used in the service of social advancement, as people
often derogate their rivals when they are trying to
impress (Buss & Dedden 1990; Schmitt & Buss 2001).

As with self-enhancement, derogation of others appears
to be both ubiquitous and believed by the self. Some of the
best examples of self-deceptive derogation of others can
be found in the research of Fein and Spencer. In one of
their studies (Fein & Spencer 1997), non-Jewish partici-
pants were told either that they did well or poorly on an
IQ test. They were then given a chance to watch a video-
tape of another student being interviewed for a job, and
this individual was portrayed as either Jewish or Christian
via her ostensible surname and a photo showing her
wearing a Jewish star or a cross. When participants
watched the individual they believed was Christian, their
ratings of this student were not influenced by whether
they had ostensibly failed the IQ test. In contrast, when
participants thought they were watching a Jewish student,
their ratings were influenced by how well they had done
on the IQ test. Those who thought they had done well
showed no sign of prejudice. Those who thought they had
done poorly, however, rated the Jewish student negatively
on a composite of personality traits. Furthermore, these
individuals also showed a rebound in self-esteem compared
to people who thought they had failed but watched the
Christian woman. These findings suggest that people
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responded to failing an IQ test by denigrating Jews. This
denigration appears to have been believed by these individ-
uals, because the more they derogated the Jewish student,
the better they felt about themselves. Furthermore,
people appeared to have objective information about this
person at their disposal, given that they did not rate the
Jewish person negatively when portrayed as Christian or
when they had not ostensibly failed the test.

The research of Fein and Spencer (1997) suggests that
people do not derogate others only to make themselves
look better in other people’s eyes. Rather, they appear to
be self-deceptively making themselves look better in
their own eyes as well. This interpretation is corroborated
by the findings of their second experiment, in which par-
ticipants who had reflected on their important values (a
process that affirms a sense of self-worth: see sect. 5) eval-
uated the Jewish student the same as they rated the Chris-
tian student even after failure. This sort of threat-induced
derogation of others documented by Fein and Spencer
(1997) can also take place outside of awareness (Spencer
et al. 1998), a finding that further suggests that people
truly believe their negative impressions of others when
they are led to feel bad about themselves. Because down-
ward social comparison is self-enhancing (Wills 1981),
these findings can be considered the flip-side of the bias
documented by Epley and Whitchurch (2008). Thus, our
second proposal is that by deceiving themselves about
their own positive qualities and the negative qualities of
others, people are able to display greater confidence
than they might otherwise feel, thereby enabling them to
advance socially and materially.

4. Self-deception and the non-unitary mind

There are a variety of dissociations between seemingly
continuous mental processes that ensure that the mental
processes that are the target of self-deception do not
have access to the same information as the mental pro-
cesses deceiving the self. For our purposes, these dis-
sociations can be divided into three (overlapping) types:
implicit versus explicit memory, implicit versus explicit
attitudes, and automatic versus controlled processes.
These mental dualisms do not themselves involve self-
deception, but each of them plays an important role in
enabling self-deception. By causing neurologically intact
individuals to split some aspects of their self off from
others, these dissociations ensure that people have
limited conscious access to the contents of their own
mind and to the motives that drive their behavior (cf.
Nisbett & Wilson 1977). In this manner the mind circum-
vents the seeming paradox of being both deceiver and
deceived.

4.1. Explicit versus implicit memory

Substantial research now indicates that people maintain at
least two types of information in memory. People retain
information that they can consciously recollect (assessed
via explicit measures such as recall) and information for
which they have no conscious recollection (assessed via
implicit measures such as degraded word identification).
This dissociation between types of memories has the
potential to serve as a basis for an adaptive form of self-

deception, as the conscious memories could be those
that are consistent with the fiction that the person wishes
to promulgate, whereas the unconscious memories could
be the facts as originally encountered. By maintaining
accurate information in unconscious memory, the individ-
ual would retain the ability to behave in accordance with
the truth, as implicitly assessed memories have been
shown to influence a variety of behaviors (Coates et al.
2006; Kolers 1976; Lee 2002; Seamon et al. 1995).

How might memories selectively retain or be blocked
access to consciousness as a function of their utility in
self-deception? Although there are probably numerous
ways, one possibility is that deception might begin to
replace truth in conscious memory simply through the
act of reporting the misinformation (via retrieval-induced
forgetting; MacLeod & Saunders 2008). Additionally,
because the consequences of being caught lying can be
severe, and because lies require important deviations
from or omissions to actual events, those who practice to
deceive often take their practice literally and (at least men-
tally) rehearse their lies (Vrij 2000). Rehearsal of misinfor-
mation can make the source of this information even more
difficult to ascertain, with the result that people often
come to believe that the inaccurate depiction of events is
veridical (Ceci et al. 1994; Zaragoza & Mitchell 1996).
According to this possibility, people initiate a deception
knowing that they are promulgating a falsehood, but begin-
ning with their initial transmission of the misinformation,
they start to unknowingly convince themselves of the
truth of their own lie.

This process of self-inducing false memories can then
be enhanced by other factors that typically accompany
intentional deception of others. For example, to the
degree that deceivers create an elaborate and concrete
image of the lie they are telling, they may unintentionally
exacerbate their self-deception, because vivid imagining
makes false memories more difficult to distinguish from
accurate ones (Gonsalves et al. 2004; Slusher & Anderson
1987). Additionally, social sharing of information can lead
to selective forgetting of information that is not discussed
(Coman et al. 2009; Cuc et al. 2007) and social confir-
mation of inaccurate information can exacerbate the
false memory effect (Zaragoza et al. 2001). These social
effects raise the possibility that when people collaborate
in their efforts to deceive others, they might also increase
the likelihood that they deceive themselves. Thus, one
consequence of retrieving, rehearsing, and telling lies is
that people may eventually recollect those lies as if they
actually happened, while still maintaining the accurate
sequence of events in a less consciously accessible form
in memory (Chrobak & Zaragoza 2008; Drivdahl et al.
2009; McCloskey & Zaragoza 1985). Therefore, our third
proposal is that the dissociation between conscious and
unconscious memories combines with retrieval-induced for-
getting and difficulties distinguishing false memories to
enable self-deception by facilitating the presence of deceptive
information in conscious memory while retaining accurate
information in unconscious memory.

4.2. Explicit versus implicit attitudes

Just as memories can be relatively inaccessible to con-
sciousness, so too can attitudes. And just as inaccessible
memories can influence behaviors, so too can attitudes

von Hippel & Trivers: The evolution and psychology of self-deception

6 BEHAVIORAL AND BRAIN SCIENCES (2011) 34:1



that are relatively inaccessible to consciousness (Green-
wald et al. 2009; Nock et al., 2010). Attitudes that are
difficult to access consciously can be measured with
implicit procedures, for example, via reaction time tests
such as the Implicit Association Test (IAT; Greenwald
et al. 1998). The study of implicit attitudes is not as well
developed as the parallel research program in the domain
of memory, but here again the evidence indicates that
people maintain two different types of attitudinal infor-
mation (Fazio & Olson 2003; Wilson et al. 2000). Some-
times implicit and explicit attitudes overlap substantially,
and sometimes they differ dramatically (Nosek et al.
2007). Although dissociations between implicit and explicit
attitudes tend to be more common in cases where implicit
attitudes are socially undesirable, such dissociations emerge
across a variety of domains (Hofmann et al. 2005). As is the
case with memory, the coexistence of different implicit and
explicit attitudes provides fertile ground for self-deception.

An example of how dual attitudes play a role in self-
deception can be found in research that shows that socially
undesirable implicit attitudes drive behavior when attribu-
tions for behavior are ambiguous, whereas socially desir-
able explicit attitudes drive behavior when attributions
are clear. In a demonstration of this effect, Son Hing
et al. (2008) found that white Canadians low in both
implicit and explicit prejudice toward Asians did not
discriminate between white and Asian job applicants
who were equally qualified for the job for which they
had applied, regardless of the clarity of their qualifica-
tions. When the applicants’ qualifications were ambiguous,
however, people low in explicit but high in implicit preju-
dice were more likely to hire the white than the Asian job
applicant. In such a manner, low explicit/high implicit
prejudice individuals are able to hide their prejudiced
beliefs and their discriminatory behavior from self and
other. Thus, our fourth proposal is that the dissociation
between implicit and explicit attitudes lends itself to self-
deception by enabling people to express socially desirable
attitudes while nevertheless acting upon relatively inac-
cessible socially undesirable attitudes when they can main-
tain plausible deniability.

4.3. Automatic versus controlled processes

Controlled processes involve conscious effort, awareness,
and intention and can be stopped at will, whereas auto-
matic processes take place in the absence of effort, aware-
ness, and intention and typically run to completion once
initiated (Bargh 1994). It is now apparent that automatic
and controlled processes make independent contributions
to numerous social tasks, and that these processes can be
dissociated (Chaiken & Trope 1999). Research on auto-
matic goal activation has demonstrated that a wide variety
of goal-directed behaviors that appear to be consciously
directed can take place automatically, often with the goal
itself outside of conscious awareness (Chartrand et al.
2008). Because these unconscious goals can sometimes
run counter to people’s consciously stated goals, people
can consciously hold goals that are socially desirable and
supported by their peers or family while simultaneously
holding unconscious alternative goals that are socially unde-
sirable or otherwise unacceptable to peers or family (Char-
trand et al. 2007; Fitzsimmons & Anderson, in press).
Furthermore, because automatically activated responses

to the environment can be executed without awareness
(Lakin et al. 2008), people can engage in socially undesir-
able goal-directed behavior but remain oblivious to that
fact. For example, a student whose parents want her to be
a physician but who wants to be an artist herself might
follow her conscious goal to major in biology and attend
medical school, but her unconscious goal might lead her
not to study sufficiently. As a consequence, she could find
herself unable to attend medical school and left with no
choice but to fall back on her artistic talents to find
gainful employment. By deceiving herself (and conse-
quently others) about the unconscious motives underlying
her failure, the student can gain her parents’ sympathy
rather than their disapproval. These findings and possibili-
ties suggest our fifth proposal, that the dissociation between
automatic and controlled processes facilitates self-deception
by enabling the pursuit of deceptive goals via controlled
processing while retaining the automatic expression of
actual but hidden goals.

5. Varieties of self-deception

We begin our review of the evidence for self-deception
by describing biases that represent the front end of the
information-processing sequence (i.e., information gather-
ing and selective attention). Self-deception at this stage
of information processing is akin to failure to tell the
self the whole truth. We then discuss varieties of self-
deception that represent the middle of the information-
processing stream (e.g., memory processes). These are
processes that involve obfuscating the truth. We then con-
clude this discussion with types of self-deception that
involve convincing the self that a falsehood is true.

An important question that must be addressed with
regard to all of these instances of biased processing is
whether they reflect self-deception or some other source
of bias. Two manipulations have proven useful in addres-
sing this issue: self-affirmation (Sherman & Cohen 2006;
Steele 1988) and cognitive load (e.g., Valdesolo & DeSteno
2008). When people are self-affirmed, they are typically
reminded of their important values (e.g., their artistic,
humanist, or scientific orientation) or prior positive beha-
viors (e.g., their kindness to others). By reflecting on their
important values or past positive behaviors, people are
reminded that they are moral and efficacious individuals,
thereby affirming their self-worth. A cornerstone of self-
affirmation theory is the idea that specific attacks on one’s
abilities or morals – such as failure on a test – do not
need to be dealt with directly, but rather can be addressed
at a more general level by restoring or reaffirming a global
sense of self-worth (Steele 1988). Thus, self-affirmation
makes people less motivated to defend themselves against
a specific attack, as their sense of self-worth is assured
despite the threat posed by the attack.

Self-affirmation manipulations can be used to assess
whether information-processing biases are self-deceptive.
If a particular bias represents unmotivated error, then
it will be unaffected by self-affirmation. For example, if
people rely on a heuristic to solve a problem for which
they do not have the knowledge or interest to use the
appropriate algorithm, self-affirmation should not reduce
their use of this heuristic. In contrast, if the bias represents
a self-deceptive process that favors welcome over
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unwelcome information, then this bias should be elimi-
nated or attenuated by self-affirmation (see Correll et al.
2004; Sherman et al. 2009). Such an effect for self-affirma-
tion not only provides evidence for the role of motivation
in the information-processing bias but also indicates that
the person had the potential to process the information
in a less biased or unbiased fashion. In this manner, self-
affirmation manipulations can test our self-deception cri-
terion that the person is aware of the welcome information
but at the same time also had potential awareness of the
unwelcome information.

It should be noted, however, that our perspective on the
interpersonal purpose of self-deception suggests that
although self-affirmation should attenuate or eliminate
many self-deceptive biases, it should only do so when
the self-deceptive bias serves the general goal of enhan-
cing the self. That is, when self-deception is in service of
social advancement via self-enhancement, self-affirmation
should attenuate or eliminate the self-deception because
the affirmation itself satisfies the enhancement goal. In
contrast, when people self-deceive to facilitate their
deception of others on a particular issue, self-affirmation
should have no effect. Here the goal of the self-deception
is not to make the self seem more efficacious or moral, but
rather to convince another individual of a specific fiction
that the self-deceiver wishes to promulgate. Self-affirma-
tion is irrelevant to this goal. Unfortunately, this distinc-
tion between general self-enhancement and specific
deception is not always easily made. Nevertheless, when
deception concerns a specific topic, self-affirmation
should not influence self-deceptive practices unless the
affirmation makes people decide that the deception itself
is unnecessary or unimportant (e.g., if reminders of their
self-worth make people less motivated to deceive others
about their errors or poor behavior).

A second method for evaluating whether an infor-
mation-processing bias is self-deceptive involves manipu-
lation of cognitive load. Such manipulations typically
require people to keep some information in memory
(e.g., an eight-digit number) while they are engaged in
the primary task of the experiment (e.g., forming an
impression). Although manipulations of cognitive load do
not address the motivational issues that underlie self-
deception, they do address the issues of cost and potential
awareness. If cognitive load leads to the elimination or
attenuation of a particular bias, then the evidence suggests
that the biased processing was actually more effortful than
unbiased processing. Such a finding suggests that the indi-
vidual was potentially aware of the unbiased information
but was able to avoid it by engaging in the type of
mental gymnastics described in the remainder of this
section.

5.1. Biased information search

5.1.1. Amount of searching. There are many situations in
daily life in which people avoid further information search
because they may encounter information that is incompa-
tible with their goals or desires. For example, on the trivial
end of the continuum, some people avoid checking
alternative products after they have made a purchase
that cannot be undone (Olson & Zanna 1979). On the
more important end of the continuum, some people
avoid AIDS testing out of concern that they might get a

result that they do not want to hear, particularly if they
believe the disease is untreatable (Dawson et al. 2006;
Lerman et al. 2002). This sort of self-deceptive infor-
mation avoidance can be seen in the aphorism, “What I
don’t know can’t hurt me.” Although a moment’s reflection
reveals the fallacy of this statement, it is nonetheless
psychologically compelling.

Similar sorts of biased information search can be seen in
laboratory studies. Perhaps the clearest examples can be
found in research by Ditto and colleagues (e.g., Ditto &
Lopez 1992; Ditto et al. 2003), in which people are con-
fronted with the possibility that they might have a procliv-
ity for a pancreatic disorder. In these studies people
expose a test strip to their saliva and are then led to
believe that color change is an indicator of either a positive
or negative health prognosis. Ditto and Lopez (1992)
found that when people are led to believe that color
change is a good thing, they wait more than 60% longer
for the test strip to change color than when they believe
color change is a bad thing. Studies such as these
suggest that information search can be biased in the
amount of information gathered even when people are
unsure what they will encounter next (see also Josephs
et al. 1992). Thus, it appears that people sometimes do
not tell themselves the whole truth if a partial truth
appears likely to be preferable. We are aware of no exper-
iments that have examined the effect of self-affirmation or
cognitive load on amount of information gathered, but we
would predict that both manipulations would lead to an
elimination or attenuation of the effect documented by
Ditto and Lopez (1992).

5.1.2. Selective searching. Information search can also
be biased in the type of information gathered. Although
one never knows for sure what lies around the next
corner, some corners are more likely to yield welcome
information than others. Thus, politically liberal people
might choose the New York Times as their information
source, whereas politically conservative individuals might
choose Fox News (Frey 1986). In such a manner, people
can be relatively confident that the brunt of the infor-
mation they gather will be consistent with their worldview,
even if they do not know what tomorrow’s headlines will
bring.

Laboratory studies have examined this sort of biased
information search, in part by assessing the conditions
under which people are interested in learning negative
information about themselves. One conclusion from this
research is that the better people feel about themselves,
the more willing they are to face criticism.3 For example,
Trope and Neter (1994) told participants that they were
going to take a social sensitivity test and asked whether
they would like feedback on their assets or liabilities.
When participants had just ostensibly failed an unrelated
spatial abilities test, or had not taken the test, they
showed a slight preference for feedback on their assets.
In contrast, when bolstered by the experience of ostensibly
having performed very well on the spatial abilities test,
participants were more interested in learning about their
liabilities, presumably in service of self-improvement. In
a related vein, Armitage et al. (2008) demonstrated that
smokers were more likely to take an antismoking leaflet
if they had been self-affirmed by reflecting on their prior
acts of kindness (see also Harris et al. 2007). These data
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implicate potential awareness of unwanted information by
showing that people tend to search for welcome infor-
mation but are capable of searching for unwelcome infor-
mation when their self-enhancement goals have been met.
Thus, it appears that people are often able to avoid telling
themselves the whole truth by searching out those bits of
truth that they want to hear, but they are also willing to
face uncomfortable truths when feeling secure (Albarracı́n
& Mitchell 2004; Kumashiro & Sedikides 2005).

5.1.3. Selective attention. When information is percep-
tually available and need not be actively discovered, people
can still bias their encoding by selectively attending to
aspects of the available information that they would prefer
to be true. For example, if a person is at a dinner party
where one conversation concerns the dangers of smoking
and the other concerns the dangers of alcohol, she can
choose to attend to one conversation or the other – and
may do so selectively if she is a smoker or a drinker. In
such a case she would likely be aware of the general tone
of the information she is choosing not to gather, but by not
attending to one of the conversations, she could avoid learn-
ing details that she may not want to know.

This sort of effect has been documented in a variety of
different types of experiments. For example, in a study
of proactive coping, Wilson et al. (2004) convinced partici-
pants that they might be chosen or were highly unlikely to
be chosen for a hypothetical date. When participants
believed they might be chosen, they spent slightly more
time looking at positive than negative information about
their potential partner. In contrast, when they believed
that they were highly unlikely to be chosen, they spent
more time looking at negative information about their
potential partner. Thus, when people faced almost
certain disappointment, they directed their attention to
information that would make their upcoming rejection
more palatable.

Although measures such as reading time provide a good
indicator of the amount of information processing, atten-
tion can be assessed more directly. Eye-tracking studies
provide some of the clearest evidence of where people
direct their attention, and such studies have also shown
that people are often strategic in their attentional decisions
(Isaacowitz 2006). For example, older adults look toward
positive stimuli and away from negative stimuli when in
a bad mood (Isaacowitz et al. 2008). This attentional bias
clearly implicates potential awareness, as some encoding
of the negative must take place for preferential attention
to be directed toward the positive. This effect did not
emerge among younger adults, suggesting that older adults
are more likely than younger adults to rely on selective atten-
tion for mood repair. In a case such as this, it appears that
older adults sacrifice informational content in service of
emotional goals. This strategy might be sensible for older
adults who have greater immune challenges than their
younger counterparts and thus reap greater benefits from
maintaining happiness (see sect. 6). As with the strategy of
ending information search early, selective attention can
allow people to avoid telling themselves the whole truth.

5.2. Biased interpretation

Despite the strategies just described for avoiding unwel-
come information, there remain a variety of circumstances

in which such information is nevertheless faithfully encoded.
Under such circumstances, unwelcome information can
still be dismissed through biased interpretation of atti-
tude-consistent and attitude-inconsistent information. In
the classic study of this phenomenon (Lord et al. 1979),
people who were preselected for their strong attitudes
on both sides of the capital punishment debate were
exposed to a mixed bag of information about the efficacy
of capital punishment. For example, some of the data
with which they were presented suggested that capital
punishment was an effective crime deterrent, whereas
other data suggested that it was not. Given that the find-
ings were new to participants, logic would suggest that
they would coalesce at least to some degree in their atti-
tudes. In contrast, people ended the experiment more
polarized than they began it.

Lord et al. (1979) discovered that this attitude polariz-
ation was a product of biased interpretation of the data.
People who were in favor of capital punishment tended
to accept the data as sound that supported capital punish-
ment but reject the data as flawed that opposed capital
punishment. Those who were against capital punishment
showed the opposite pattern (see also Dawson et al. 2002).
This selective skepticism appears to be self-deceptive, as it
is attenuated or eliminated by self-affirmation (Cohen
et al. 2000; Reed & Aspinwall 1998) and cognitive load
(Ditto et al. 1998). These findings suggest that people
have potential awareness of an unbiased appraisal, given
that they appear to be relying on their motivational and
mental resources to be differentially skeptical. Thus, selec-
tive skepticism appears to be a form of self-deception
rather than simply an objective devaluation of new infor-
mation to the degree that it is inconsistent with a large
body of prior experience (see also, Westen et al. 2006).

As a consequence of this selective skepticism, people
are able to encounter a mixed bag of evidence but never-
theless walk away with their original beliefs intact and
potentially even strengthened. Because they are unaware
that a person with a contrary position would show the
opposite pattern of acceptance and rejection, they are
able to convince themselves that the data support their
viewpoint. Thus, it seems that by relying on their con-
siderable powers of skepticism only when information is
uncongenial, people are able to prevent themselves from
learning the whole truth.

5.3. Misremembering

Even if people attend to unwanted information, and even
if they accept it at the time of encoding, this does not
guarantee that they will be able to retrieve it later. Rather,
information that is inconsistent with their preferences
may simply be forgotten or misremembered later as
preference-consistent or neutral. Thus, a person might
have great memory for the details of his victory in the
championship tennis match but very poor memory for
the time he lost badly. Indeed, this latter memory might
also be distorted to implicate his doubles partner or the
unusual talents of his opponent. In section 4, we discussed
theoretical mechanisms by which deceptive information
might remain in consciousness and truthful information
might be relegated to unconsciousness, but what evidence
is there that memory is selective in this sort of fashion?
Unfortunately, we know of no evidence showing how
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intending to deceive others can lead to self-deception as
described in section 4, but there is evidence that other moti-
vational sources can lead to selective forgetting processes.

First, when people put effort into self-improvement, but
the improvement does not materialize, they can manufac-
ture the gains they wish they had made by misremember-
ing how they used to be. For example, Conway and Ross
(1984) demonstrated that after taking a study skills class,
people misremembered their prior study skills as lower
than they rated them originally, thereby supporting their
belief that their skills have improved. They then later mis-
remembered their subsequent course performance as
better than it was to maintain the fiction of improvement.
Through processes such as these, people are able to purge
their memories of inconvenient truths, thereby preventing
themselves from knowing the whole truth, even if they
accurately encoded it in the first instance.

Health information can be similarly distorted in
memory (Croyle et al. 2006). In Croyle et al.’s research,
participants were given cholesterol screening, and one,
three, or six months later tested for their memory of
their results. Respondents showed highly accurate memory
of their risk category (89% correctly recalled this infor-
mation), and this accuracy did not decay over six months.
Nevertheless, even in the context of this apparently easy
memory task, respondents were more than twice as likely
to recall their cholesterol as being lower rather than
higher than it really was.

This sort of memory bias can also be seen in recollection
of daily experiences, whereby people have better recall of
their own good than bad behavior but do not show this bias
in their recall of the behaviors of others (D’Argembeau &
Van der Linden 2008). This self-enhancing recall bias is
also eliminated by information that bolsters people’s self-
image (in this case, doing well on a test; Green et al.
2008), suggesting that people have potential awareness
of both positive and negative information about the self.
Thus, people’s memories appear to be self-enhancing, some-
times containing information that is biased to be consistent
with preferences and sometimes just failing to contain the
whole truth.

5.4. Rationalization

Even if one’s prior misdeeds are accurately recalled by
self and others, it is still possible to avoid telling oneself
the whole truth by reconstructing or rationalizing the
motives behind the original behavior to make it more socially
acceptable. For example, after eating a second helping of
cake that leaves none for those who have not yet had
dessert, a person could explain that he had not noticed
that there was no other cake, or that he thought more
cakes were available elsewhere. Here it is not memory of
the misdeed that is critical, but interpretation of the motiv-
ation that underlies that deed.

Again, laboratory evidence supports this sort of rational-
ization process. For example, von Hippel et al. (2005)
demonstrated that when cheating could be cast as unin-
tentional, people who showed a self-serving bias in another
domain were more likely to cheat, but when cheating was
clearly intentional, self-serving individuals were no more
likely to cheat than others. These data suggest that some
types of self-serving biases involve rationalization pro-
cesses that are also common to some types of cheating.

Indeed, people also cheat more when they are told that
free will is just an illusion (Vohs & Schooler 2007),
suggesting that they rationalize their cheating in these cir-
cumstances as caused by life situations rather than their
own internal qualities.

More direct evidence for this sort of rationalization
can be found in the hypocrisy research of Valdesolo and
DeSteno (2008). In their study participants were given
the opportunity to (a) choose whether to give themselves
or another individual an onerous task or (b) randomly
assign the onerous task to self versus other. When given
this opportunity, nearly all participants chose to give the
onerous task to the other participant rather than rely on
random assignment. Observers were not asked to make
the choice themselves but rather watched a confederate
make this same self-serving choice. When asked how fair
the choice was, observers rated the act of choosing
rather than relying on random assignment as less fair
than it was rated by those who had actually made this
choice. This hypocrisy in self-ratings shown by those who
chose to assign the onerous task to another was elimi-
nated by cognitive load, suggesting that participants have
potential awareness of the unfairness underlying their
judgments.

Research on misattribution reveals evidence of similar
rationalization processes. A classic example can be found
in Snyder et al.’s (1979) research on avoidance of disabled
people. In Snyder et al.’s experiment, participants chose a
seat from two options – one next to a person who was
disabled and one next to a person who was not disabled.
In front of each empty seat there was a television, and
the two televisions sometimes showed the same program
and sometimes a different program. Snyder et al. (1979)
found that when the televisions were showing the same
program, the majority of participants sat next to the dis-
abled person, presumably to demonstrate to self and
other that they were not prejudiced against disabled
people. In contrast, when the televisions were showing
different programs, the majority sat away from the disabled
person. These data show that people only avoided the dis-
abled person when they could rationalize their behavior
as caused by external factors.

Similar effects have been documented in differential
helping rates for African versus white Americans, with a
meta-analysis showing that whites are less likely to help
African Americans than fellow whites, but only when
there are actual situational impediments to helping, such
as distance or risk (Saucier et al. 2005). When people
cannot attribute their non-helping to such situational
factors, they apparently feel compelled to help African
Americans at equal rates to whites. In cases such as
these, people are not denying or misremembering their
cheating, self-serving choices, avoidance, or lack of helping.
Rather, they are denying the socially undesirable motives
that appear to underlie their behaviors by rationalizing
their actions as the product of external forces.

5.5. Convincing the self that a lie is true

The classic form of self-deception is convincing oneself
that a lie is true. This sort of self-deception can be difficult
to verify, as it is difficult to know if the person believes the
lie that they are telling others, given that situations that
motivate lying to the self typically motivate lying to
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others. Nevertheless, there are examples of experiments
in which this sort of process has been shown. Most of
these examples rely on research paradigms in which the
experimenter knows the truth, so the participant has
little or nothing to gain interpersonally by lying and
often has much to lose, given that lying makes the individ-
ual look vain, foolish, or deceptive.

5.5.1. Self-deception accompanied by neurological
damage. A clear example of this sort of self-deception
can be found in the split-brain research of Gazzaniga
and colleagues, which relies on participants who have
had their corpus callosum severed and are thereby
unable to communicate directly between the two hemi-
spheres. Gazzaniga (1997) described a series of exper-
iments with split-brain patients that suggest that the left
hemisphere confabulates when necessary to explain one’s
own behavior. In one such study a split-brain patient was
presented with an apparatus that displayed a chicken
foot to the left hemisphere (via the right visual hemifield)
and a snowy scene to the right hemisphere (via the left
visual hemifield). The participant was then asked to
point with each hand at the picture that most closely
matched what was seen. The left hemisphere directed
the right hand to point at a chicken head, and the right
hemisphere directed the left hand to point at a shovel.

When Gazzaniga asked the participant why his left hand
was pointing at the shovel, he created a quandary. Because
the right hemisphere does not initially have access to
speech centers, and thus is functionally mute in early
split-brain patients, the participant could not accurately
answer this question. The left hemisphere, which has
access to speech, did not know why the left hand was
pointing at a shovel. Nevertheless, rather than responding
that he did not know why he was pointing at the shovel, the
participant invented an answer – in this case, the plausible
story that chickens make a lot of waste and the shovel is
necessary to remove this waste. This study reveals an indi-
vidual who self-deceives only to avoid the uncertainty
caused by his lack of awareness of the source of his own
behavior (a situation that is likely to be very common;
see Nisbett & Wilson 1977). Nevertheless, this motivation
appears to be sufficient to cause the person to invent a
reason for his behavior and then apparently convince
himself of the accuracy of this fiction.

Other examples from the neuropsychological literature
can be found in various types of brain and body damage,
in response to which the individual is motivated to main-
tain certain beliefs that are at odds with reality. For
example, anosognosia is a prototypical self-deceptive dis-
order, in which people who have sustained an injury to
some part of their body deny the reality of their injury.
Ramachandran (2009) described an anosognosic woman
who denied that her left arm was paralyzed. He wrote:

An intelligent and lucid patient I saw recently claimed that her
own left arm was not paralyzed and that the lifeless left arm on
her lap belonged to her father who was “hiding under the
table.” Yet when I asked her to touch her nose with her left
hand she used her intact right hand to grab and raise the paral-
yzed hand – using the latter as a “tool” to touch her nose!
Clearly somebody in there knew that her left arm was paral-
yzed and that the arm on her lap was her own, but “she” –
the person I was talking to – didn’t know. (Ramachandran
2009)

As can be seen in this description, the patient had aware-
ness that her left arm was paralyzed, as indicated by her
use of her right arm to move it, but she appeared to
suffer from lack of awareness as well, suggesting self-
deception. Consistent with this interpretation of anosog-
nosia, a recent study (Nardone et al., 2007) presented
disabled individuals with neutral and threatening words
relevant to their immobility (e.g., walk). Those who were
aware of their disability showed rapid disengagement
from the threatening words, as indicated by more rapid
response to a dot presented elsewhere on the screen in
the presence of threatening than neutral words. In con-
trast, anosognosic individuals were less able to disengage
from the threatening words, showing a slower response
to the dot probe when paired with threatening versus
neutral words. These data highlight implicit awareness of
the disability in anosognosia, despite its explicit denial.

Cases such as these involve damage to the right hemi-
sphere, which appears to prevent individuals from recogniz-
ing the logical inconsistency in their belief systems. Similarly,
cases such as the one documented by Gazzaniga also
require damage to the brain (the corpus callosum) for the
individual to be denied access to information in some
parts of the brain that is available to others. In the case of
selective access of information to consciousness, however,
individuals with no damage to the brain also experience
this situation regularly, as reviewed earlier. Thus, there are
also studies of individuals deceiving themselves when they
are neurologically intact. We turn now to such evidence.

5.5.2. Self-deception unaccompanied by neurological
damage. A ubiquitous variety of self-deception can be
found in research on perceptions of control. Perceptions
of control appear to be necessary for the maintenance of
psychological and physical health (Cohen 1986; Glass &
Singer 1972; Klein et al. 1976). When people are deprived
of actual control, they often endeavor to regain a sense of
control. In a self-deceptive example of this effect, Whitson
and Galinsky (2008) found that when people are led to
feel low levels of personal control, they perceive illusory
patterns in random configurations and are more likely to
endorse conspiracy theories to explain co-occurring world
events. Importantly, these effects did not emerge when
people had self-affirmed, suggesting potential awareness of
the absence of patterns and conspiracies. Similar findings
have been documented by Kay et al. (2008), who argued
that beliefs in a controlling God and a strong government
serve people’s need for control. Consistent with their
reasoning, differences in the percentage of people who
believe in God between countries can be predicted by
the insecurities of existence within countries (e.g., avail-
ability of health care, food, and housing), with increased
insecurity associated with increased religiosity (Norris &
Inglehart 2004). Such a finding suggests the possibility of
self-deception on a worldwide scale.

Another example of individuals deceiving themselves
can be found in the research of Epley and Whitchurch
(2008) reviewed earlier, in which people more rapidly
located photos of themselves when the photo had been
morphed to be more attractive than when the photo was
unaltered. This finding suggests that people’s self-image
is more attractive than their actual one, as the enhanced
self provides a quicker match to their internal template
than the actual self. Finally, experiments in cognitive
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dissonance also suggest that people are facile at lying to
others and then coming to believe their own lies. For
example, when they believe that they have freely chosen
to tell another person that a tedious task is actually inter-
esting, people soon believe that the task really is interest-
ing (Festinger & Carlsmith 1959), and again this effect is
eliminated by self-affirmation (Steele & Liu 1983).

6. Who is the audience for self-deception?

Thus far we have argued that self-deception evolved to
facilitate deception of others, but the examples of self-
deception described in section 5 appear to be directed pri-
marily toward the self. If self-deception evolved to deceive
others, why is there so much evidence for self-deception
that appears to be intended only for the self? There are
three answers to this question.

First and foremost, although Trivers (1976/2006) orig-
inally suggested that self-deception might have evolved
to facilitate the deception of others over 30 years ago,
this suggestion has not been taken seriously in the empiri-
cal literature. Rather, the tradition in psychology has
been to treat self-deception as a defensive response to
an uncongenial world (a point to which we return in
sect. 7). As a consequence, to the best of our knowledge
no one has examined whether self-deception is more
likely when people attempt to deceive others. Thus, the
theoretical possibility of self-deception in service of
other deception remains just that, and the evidence
described in section 5 stems primarily from studies in
which the motives appear to be more intrapersonal than
interpersonal.

Second, to the degree that self-deception allows the
individual to carry on with greater equanimity and confi-
dence, it serves the general interpersonal goal of self-
enhancement described in section 3. Most of the cases
of apparently self-directed self-deception from section 5
would fit under this explanatory rubric. For example, if
individuals selectively gather information in a manner
that enables them to deny to themselves that they are at
risk for a health disorder (as in Ditto & Lopez 1992),
then they are better positioned to convince others that
they would make reliable and vigorous sexual or coalitional
partners. That this pattern of self-deception makes them
less capable of dealing with an impending health threat
might have been a relatively small price to pay in an ances-
tral environment where there was little that could be done
in any case. A similar interpersonal logic might underlie
self-deceptions that help people maintain conviction in
their beliefs (e.g., Lord et al. 1979) and give them a sense
of control over the world (e.g., Whitson & Galinsky 2008).

Other classic examples of intrapersonally oriented self-
deception also have important interpersonal consequences.
For example, people tend to be unrealistically optimistic
about their future (Armor & Taylor 1998; Taylor & Brown
1988; Weinstein 1980). This optimism can have self-decep-
tive origins; for example, people high in self-deception –
measured via Sackeim and Gur’s (1979) Self-Deception
Scale – have been shown to be more likely than people
low in self-deception to perceive an upcoming onerous
task as a challenge (i.e., within one’s capabilities) rather
than a threat (i.e., overwhelming one’s capabilities;
Tomaka et al. 1992). In this sense, self-deceptive optimism

appears to create a self-fulfilling prophecy, as confidence in
eventual success leads optimists to greater perseverance in
the face of difficulties (Carver & Scheier 2002; Solberg Nes
& Segerstrom 2006). As a consequence of these processes,
optimists gain numerous social and financial benefits over
their less optimistic counterparts (Assad et al. 2007; Bris-
sette et al. 2002; Carver et al. 1994; Segerstrom 2007).

Finally, it is also possible that this system of self-decep-
tion that evolved to deceive others becomes applied in
intrapersonal domains because of the good feelings that it
brings the individual. By analogy, consider masturbation,
another intrapersonal activity that has origins in an inter-
personal system. Masturbation presumably emerged in pri-
mates because we evolved to enjoy copulation (thereby
facilitating reproduction), but with the later evolution of
hands rather than hooves or claws, we found a way to
experience that enjoyment when circumstances conspire
against sharing it with others. Self-directed self-deception
might be analogous to masturbation in the sense that self-
deception evolved for interpersonal purposes, but people
found a way to use it to enhance happiness when circum-
stances conspire against other methods. So long as the con-
sequences of this self-deception are fitness neutral or
biologically affordable, self-deception might have leaked
into a variety of intrapersonal domains that have important
consequences for human happiness.

Indeed, the analogy to masturbation remains apt in this
regard, as masturbation might be fitness neutral or even
fitness positive among males, because it might enhance
sperm quality by shedding older sperm (Baker & Bellis
1993). Thus, primates appear to have found a way to
enhance their happiness with little if any cost to inclusive
fitness. Similarly, although the spread of self-deceptive
practices in the pursuit of happiness would clearly bear a
cost to the degree that people sacrifice information
quality for hedonic gains, such practices might also be
fitness neutral – or even fitness positive – to the degree
that people reap the gains brought about by happiness
itself (Fredrickson 1998; 2001).

As with optimism, happiness has important inter-
personal consequences; people experience increased social
and financial success when they are happy (Boehm & Lyu-
bomirsky 2008; Fredrickson et al. 2008; Hertenstein et al.
2009; Lyubomirsky et al. 2005). Others are attracted to
happy people and put off by sad people, for a variety of
reasons (Bower 1991; Frijda & Mesquita 1994; Harker &
Keltner 2001; Keltner & Kring 1998). As the aphorism
goes, “laugh and the world laughs with you, cry and you
cry alone.” Because humans are a social species wherein
individuals achieve most of their important outcomes
through coordinated or cooperative actions with others,
attracting others to oneself and one’s causes is an impor-
tant achievement with notable fitness consequences (Fre-
drickson 1998; 2001). Thus, to the degree that people
generally maintain a sunny disposition, they are likely to
be more effective in their goal pursuits.

Happiness is also important for physical well-being,
given that there are immune benefits to feeling happy
and immune costs to feeling sad (Cohen et al. 2006; Mars-
land et al. 2007; Rosenkranz et al. 2003; Segerstrom &
Sephton 2010). Because threats to health loom larger
late in life, particularly from cancers and parasites (World
Health Organization 2009), happiness may be even more
important in late than early adulthood. Consistent with
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this possibility, older adults are more likely than younger
adults to focus on and remember positive rather than nega-
tive information (Mather & Carstensen 2005; Mather et al.
2004). Thus, it appears that late life happiness is maintained
in part by the knowledge avoidance form of self-deception,
as older but not younger adults look away from negative
information and toward positive information when they
are in a bad mood (Isaacowitz et al. 2008). Enhanced
immune functioning may offset the informational costs of
this aging positivity effect.4

7. At what level of consciousness is the self
deceived?

At the beginning of this article we rejected the classic
claim that self-deception must involve two separate rep-
resentations of reality, with truth preferentially stored in
the unconscious mind and falsehood in the conscious
mind. Rather, our biased processing perspective suggests
that the individual can self-deceive in a variety of ways,
some of which prevent even unconscious knowledge
of the truth. Nevertheless, such a possibility does not pre-
clude classic forms of self-deception, and here we consider
the question of how the truth is represented in different
forms of self-deception. We begin with types of self-decep-
tion in which conscious and unconscious knowledge are
aligned and inaccurate, that is, cases in which individuals
believe consciously and unconsciously in the veridicality of
the deceptive information. We propose that this sort of
self-deception should occur in two types of situations.

First, self-deception should exist at both conscious and
unconscious levels when individuals prevent themselves
from ever encoding the unwelcome truth. For example,
Ditto and Lopez (1992) documented how individuals who
are pleased with the early returns often stop gathering
information before they encounter unwanted information,
and thus their self-deception has prevented unwanted
information from entering either conscious or unconscious
knowledge. Such individuals might be aware that their
information gathering strategy could have influenced the
nature of their knowledge, but such awareness is likely to
be rare, as (a) there is no set standard for how much infor-
mation a person should gather in most settings, and (b)
there is often no specific reason to believe that the next
bit of information would have been contrary to that which
had already been gathered.

Second, self-deception should also exist at both con-
scious and unconscious levels in many (although probably
not all) cases of self-enhancement. In such cases individ-
uals have a lifetime of gathering and processing infor-
mation in a manner that favors the self, and it would
probably be difficult if not impossible for them to parse
out the impact of their long-term processing strategies
on their understanding of the world. Support for this possi-
bility can be found in two types of effects. First, as Epley
and Whitchurch (2008) demonstrated, people are faster
to identify their more attractive self than their actual self
in an array of faces. This finding suggests that the enhanced
version of the self is likely to be represented in memory
below consciousness awareness, as unconscious processes
tend to be more rapid than conscious ones (e.g., Neely
1977), and conflict between conscious and unconscious
processes leads to slower rather than more rapid responses

(e.g., Greenwald et al. 1998). Second, research on the con-
vergence of implicit and explicit self-esteem reveals that
individuals who show high implicit and high explicit self-
esteem appear not to be defensive, whereas individuals
who show high explicit but low implicit self-esteem
appear to be the most defensive and narcissistic (Jordan
et al. 2003). Because defensive and narcissistic individuals
tend not to be well liked (Colvin et al. 1995; Paulhus 1998),
this research suggests that the interpersonal benefits of
self-enhancement are most likely to be realized if people
believe their self-enhancing stories at both conscious and
unconscious levels.

In contrast to these situations are classic cases of self-
deception in which the conscious mind is deceived but
the unconscious mind is well aware of the truth. This
should be common in cases of self-deception intended to
facilitate deception of others on specific issues. Under
such circumstances individuals often have a limited time
frame in which to convince the self of the truth of the
deception that they wish to promulgate, and thus the
types of memory processes outlined in section 4 are
likely to lead to conscious recollection of the deception
but implicit memory of the truth as originally encountered.
Thus, it seems likely that self-deception can vary in the
depth to which the self is deceived, with some processes
leading to deception of conscious and unconscious aspects
of the self and other processes leading to deception of
only conscious aspects of the self.

8. Contrasting our approach with other
approaches

Our evolutionary approach to self-deception is based on
the premise that self-deception is a useful tool in nego-
tiating the social world. According to this viewpoint,
self-deception is best considered an offensive strategy
evolved for deceiving others. In contrast to this viewpoint,
most prior research on self-deception considers it a defen-
sive strategy, adopted by individuals who are having diffi-
culty coping with a threatening world. In this research
tradition, the hedonic consequences for the self-deceiver
are considered to be the primary outcome of self-decep-
tion. From an evolutionary perspective, however, hedonic
consequences are not an important endpoint themselves,
but only a means to an end, such as when they lead to
enhanced immune functioning or greater interpersonal
success, as described in section 6.

The most important consequence of this prior emphasis
on hedonic consequences is that the field has been focused
on what we would regard as a secondary aspect of self-
deception. From our perspective, the study of self-decep-
tion as if it is a “psychological immune system” (Gilbert
et al. 1998; Wilson & Gilbert 2003) or a suite of “positive
illusions” (Taylor & Brown 1988) intended to enhance or
restore happiness is somewhat akin to the study of mastur-
bation as if this is the purpose for which the sexual system
was designed. Such an approach to sexuality would lead to
worthwhile findings about some of the affective conse-
quences of sexual behavior, but by ignoring the interperso-
nal purpose of sexuality, this approach would miss most of
the important questions and answers.

Thus, in many ways the arguments outlined in this
article call for a fundamental change in our approach to
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the problem of self-deception. The research described
in sections 4 and 5 provide ample evidence for the psycho-
logical processes involved in self-deception and for the
manner in which they protect people’s beliefs and desires
from a contrary reality. But because self-deception has
been viewed as a defensive response to an uncongenial
world, there is virtually no research that considers the inter-
personal opportunities that might lead to self-deception. For
example, research suggests that heterosexual men enhance
their self-presentation when they meet attractive women
(Buss 1988), and women rate other women as less attractive
when they are themselves ovulating (Fisher 2004).5 The
current approach suggests that men should actually
believe at least some of their self-enhancement, and
women should believe their more negative evaluations of
others as well. That is, these strategies should be more
effective if people are not just posturing but actually
accept their own self-inflating and other-deflating stories.
To test these possibilities, one could assess whether the
presence of attractive women causes men to show greater
self-enhancement in their information-processing biases
and whether ovulation causes women to show greater dero-
gation of rivals in their biases as well.

Future research could also address the utility of self-
deception in specific acts of deception of others. For
example, people could be put in a situation in which
they must lie or otherwise deceive and their use of
various self-deceptive strategies reviewed in section 5
could be examined. In such a setting they could be
assessed for the degree to which they stop their search
early when they encounter initial information that is con-
sistent with their deceptive goals, avoid information that
appears potentially inconsistent with an upcoming decep-
tion, show biased interpretation of information that is
consistent versus inconsistent with an upcoming decep-
tion, and show better recall for deception-consistent
than deception-inconsistent information. Importantly,
the utility of such strategies could be assessed by examin-
ing the degree to which these information-processing
biases are associated with increased effectiveness in
deceiving others. As noted earlier, similar biases should
also be invoked by situations that enhance the interperso-
nal need to appear confident and efficacious. And if these
information-processing strategies reflect self-deception,
then the degree to which people show biases under
these circumstances may be moderated by individual
differences in the tendency to self-deceive. For example,
these effects should be stronger among people who show
greater self-enhancement in the Epley and Whitchurch
(2008) paradigm than among people who do not show
such self-enhancement.

The current approach to self-deception is also relevant
to a series of debates that have been percolating for
some time in psychology, in which self-enhancement (self-
deception) is pitted against self-verification (reality orien-
tation). In the first of these debates, researchers have
asked whether self-enhancement motives are stronger
than self-verification motives (see Swann, in press). From
an evolutionary perspective this is not a meaningful ques-
tion to ask, because it is akin to asking whether thirst is
stronger than hunger. Just as the desire to eat versus
drink is jointly determined by the current needs of the indi-
vidual and the quality of resources available to satisfy
hunger versus thirst, the desire to self-verify versus self-

enhance should be jointly determined by current need
states and the quality of available verifying and enhancing
opportunities. Indeed, the research on self-affirmation
described in section 5 highlights the fact that when
people’s self-enhancement needs are met, they become
more willing to self-verify in negative domains. Thus,
both enhancing and verifying needs are likely to be
present nearly all of the time, and their relative strength
will vary as a function of the social and material benefits
they can accrue for the individual at any particular moment.
Self-verification allows people to accurately gauge their abil-
ities and behave accordingly, and self-enhancement allows
people to gain an edge beyond what their actual abilities
provide them.

In the second of these debates (e.g., Sedikides et al.
2003 vs. Heine et al. 1999), researchers have argued about
whether self-enhancement is pan-cultural or a uniquely
Western phenomenon. From our perspective, this debate
has gotten off track because of its emphasis on the role of
positive self-regard rather than interpersonal goals as the
source of self-enhancement. Because self-enhancement
induces greater confidence, our perspective suggests that
it will emerge in every culture in which confidence brings
social and material gains. If a culture exists in which
people benefit in various social and material domains
by being meek and self-doubting, then individuals in
such a culture should not self-enhance in those domains.
From an evolutionary perspective, however, people in all
cultures should benefit from enhancing those qualities
that are necessary to win confrontations and secure mates.
Because individual differences in abilities and proclivities
enable some individuals to win conflicts and mates by phys-
ical means, others to win them by intellectual means, and
still others by displays of kindness, artistic abilities, and so
forth, one would expect that self-enhancement should simi-
larly emerge in different forms for different individuals, but
should do so in every culture on earth.

This debate has also become caught up in issues of
measurement focused on how to properly assess self-
enhancement in different cultures. Because the rules of
social engagement vary widely across different cultures,
it should come as no surprise that in some cultures
people are unwilling to claim to be better than others.
Again, however, the self-deceptive goal of self-enhance-
ment is to believe one is slightly better than one really
is, and thus explicit claims are less important than implicit
beliefs. Indeed, self-enhancing claims are often likely to be
evidence of bad manners or poor socialization, whereas
exaggerated beliefs in one’s abilities in domains that are
necessary to win confrontations and secure mates should
be universal.

In the third of these debates, people have asked
whether enhancing self-views or accurate self-views
reflect greater mental health (e.g., Colvin & Block 1994
vs. Taylor & Brown 1994). This debate has shades of
the second, given that again a balance of the two and
knowing when each is appropriate should reflect the best
strategy for goal achievement, and thus should be reflec-
tive of mental health. This debate has also gotten bogged
down in the misperception (noted by Taylor & Brown
1994) that if a little self-enhancement is a good thing,
then more can only be better. Biological systems rely on
balance or homeostasis, and too much of even a good
thing disrupts this balance. Thus, from an evolutionary
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perspective, it is obvious that the benefits of self-enhance-
ment depend on proper dosage. Too much self-enhance-
ment might not only be hard to believe oneself but
might strike others as preposterous or mentally unba-
lanced (Colvin et al. 1995; Paulhus 1998) and might also
lead to complacency and poor preparation in the face of
real problems. This is not evidence, as Colvin et al.
(1995) and Paulhus (1998) suggested, that self-enhance-
ment is socially maladaptive. Rather, this finding simply
highlights the fact that self-deception remains in perma-
nent tension with veridical perception.

Finally, similar to the second debate, our interpersonal
perspective on self-deception suggests that the key to
understanding whether self-enhancement is a sign of
good versus poor mental health is whether people
believe their own self-enhancing story. Self-enhancement
is useful only to the degree that it is self-deceptive,
because only when it is believed by the self will others
accept the enhanced self as genuine. If the claims ring
hollow or if the claimants appear to be trying unsuccess-
fully to convince themselves, then this is a sign of failed
self-deception and is likely to be an indicator of poor
social functioning and poor mental health. This perspec-
tive suggests that much of the evidence showing that
self-enhancement and other “positive illusions” are a sign
of poor mental health comes from studies in which no
differentiation is being made between people who are con-
vinced versus unconvinced by their own self-enhancing
claims.

As noted earlier, people who are high in explicit but low
in implicit self-esteem are the most defensive and narcis-
sistic (Jordan et al. 2003), and thus it seems likely that
self-enhancement only brings benefits to the degree that
it is believed both consciously and unconsciously. For
this reason, we would predict that individuals who show
convergence in their explicit and implicit measures of
self-enhancement will confirm Taylor and Brown’s
(1988; 1994) claims that self-enhancement is a sign of
good mental health. Nevertheless, there may still be the
occasional individual who shows extreme but convergent
self-enhancement, and from an evolutionary perspective,
this is not likely to be a successful interpersonal strategy
and therefore unlikely to be a sign of good mental health.
Such individuals may not come across as defensive, but
they are likely to appear deluded.

9. Costs versus benefits

Finally, it is worth considering the costs versus benefits of
self-deception. Because self-deception requires a mental
architecture that sometimes favors falsehoods, those
features of our mental landscape that allow us to self-
deceive are likely to have attendant costs. Although we
have focused thus far on the possibility that self-deception
can be beneficial, it is also worth considering the costs.
The most obvious cost of self-deception is loss of infor-
mation integrity – with the resulting potential for inap-
propriate action and inaction – but there are likely to be
other costs as well. For example, consider the case of
memory discussed in section 4.1, in which we outlined
how source confusions can facilitate self-deception in
people’s efforts to deceive others. Research suggests that
some individuals are more likely than others to have

difficulty differentiating the source of their memories,
with the result that they are more susceptible to the
implantation of false memories (Clancy et al. 2000).
Such individuals suffer the cost of greater memory failures
and therefore poorer foresight and greater manipulation
by others. But they should also be more capable of self-
deception in their efforts to deceive others, as retrieval
of their lies should make it particularly difficult for them
to differentiate the source of the false information. In
this manner the costs associated with their poor source-
monitoring capabilities might be offset by the gains associ-
ated with their greater likelihood of deceiving others.

At a more general level, the overarching fact that the
mind might have evolved to self-deceive – and therefore
to be tolerant of inconsistencies between information in
the conscious and unconscious mind – raises the possi-
bility that this weapon of deception might be capable of
being turned upon the self. That is, self-deception might
be imposed by others. For example, an abusive spouse
who rationalizes his abuse as a product of his partner’s fail-
ings might also convince her that she is to blame for his
abuse. Consistent with this sort of possibility, system-justi-
fication theory as elaborated by Jost and colleagues (Jost
et al. 2004; Jost & Hunyady 2005), argues that there are
a variety of motivational reasons why people support the
status quo, even when they are clear losers in the
current system with very little likelihood of improving
their situation. Such system-justifying beliefs among
those at the bottom of the social ladder serve the purposes
of those at the top of the ladder, in part by preventing agi-
tation for social change. This argument suggests that
system justification might be considered a variety of self-
deception imposed onto low-status individuals by high-
status people who benefit when those beneath them
accept their low status as legitimate and do not struggle
against it. This argument also suggests that the conse-
quences of self-deception might be wide ranging, as a
process that evolved to facilitate the deception of others
appears to have effects that manifest themselves from an
intrapersonal all the way to a societal level.
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NOTES
1. Cross-examination can also cause deceivers to seem more

honest (Levine & McCornack 2001), but further research is
needed on the effects of cross-examination in detecting lies
that are consequential for deceivers if discovered.

2. It should be noted in this regard that there is evidence for
the contrary possibility that people overestimate the degree to
which others have detected their lies (Gilovich et al. 1998).
However, this research relied on the usual paradigm of people
telling trivial lies to strangers. There are few cues in such cases
about whether others believe our lies, and thus deceivers might
be particularly inclined to assume that whatever cues they are
aware they are emitting are equally obvious to observers.
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3. People with low self-esteem also seek out negative infor-
mation about themselves even when not feeling good about
themselves. This information search strategy appears to involve
self-verification strivings, or people’s desire to be known by
others as they see themselves (Swann, in press). Such self-verifi-
cation leads most people to seek out positive information,
however, because most people feel positive about themselves.

4. Although selection pressure diminishes in late life, grand-
parents historically played an important role in the survival of
their grandchildren (Lahdenperä et al. 2004), and thus their con-
tinued good health and survival is important for their inclusive
fitness.

5. It should be noted that women are more attractive when
ovulating (Thornhill & Gangestad 2009), so this change in
ratings of others could reflect an unbiased relative judgment.
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Abstract: A major challenge to von Hippel & Trivers’s evolutionary
analysis of self-deception is the paradox that one cannot deceive oneself
into believing something while simultaneously knowing it to be false.
The authors use biased information seeking and processing as evidence
that individuals knowingly convince themselves of the truth of their
falsehood. Acting in ways that keep one uninformed about unwanted
information is self-deception. Acting in selectively biasing and misinforming
ways is self-bias.

Von Hippel & Trivers (VH&T) present the case that self-decep-
tion evolved because it enables individuals to be good deceivers
of others. By convincing themselves that their fabrication is true,
people can enjoy the benefits of misleading others without the
intrapsychic and social costs. The authors review a large body
of evidence on biased information processing on the assumption
that this is the means by which individuals unknowingly convince
themselves of the truth of their falsehood.

A major challenge to a functional analysis of self-deception is
the problematic nature of the phenomenon itself. One cannot
deceive oneself into believing something while simultaneously
knowing it to be false. Hence, literal self-deception cannot exist
(Bok 1980; Champlin 1977; Haight 1980). Attempts to resolve
the paradox of how one can be a deceiver fooling oneself
have met with little success (Bandura 1986). These efforts
usually involve creating split selves and rendering one of them
unconscious.

Awareness is not an all-or-none phenomenon. There are gra-
dations of partial awareness. Hence, self-splitting can produce
a conscious self, various partially unconscious selves, and a deeply
unconscious self. In this line of theorizing, the unconscious
is not inert. It seeks expression in the intrapsychic conflict.
The deceiving self has to be aware of what the deceived self
believes in order to know how to concoct the self-deception.
Different levels of awareness are sometimes proposed as
another possible solution to the paradox. It is said that “deep
down” people really know what they believe. Reuniting the con-
scious and unconscious split selves only reinstates the paradox of

how one can be the deceiver and the one deceived at the same
time.

VH&T propose another variant of the split-self solution to the
paradox. They posit a dissociated mental dualism in which the
deceived mind is disconnected from the unconscious mind that
knows the truth. Given the richly interconnected neuronal struc-
ture of the brain, is this Cartesian physical dualism at odds with
what is known physiologically about the brain? The dissociated
dualism removes not only the paradox, but also any commerce
between the two minds. While the conscious mind is biasing
information processing to bolster the self-deception, there is no
mention of what the veridical unconscious mind is doing. If it
is dissociated, how can it affect the conscious mind?

A multitude of neuronal systems is involved in the processing
of input information. However, when it comes to action, there is
only one body. The diverse systems have to generate a coherent
action. There is diversity in information processing but unity of
agency in action (Bandura 2008; Korsgaard 1989). Contradictory
minds cannot simultaneously be doing their own thing behavior-
ally. The authors do not explain how the disconnected conflicting
minds can produce a coherent action.

There are other epistemological issues, including the verifiabil-
ity of the central thesis, that need to be addressed. The article
presents an excellent review of biased information processing,
but it leaves a lot to be desired in conceptual specification. How
does one know what the unconscious mind knows? How does
one assess the unconscious knowledge? By what criteria does
one substantiate truth? Why is the unconscious mind veridical
in self-enhancement but self-deceptive in other spheres of func-
tioning? How does one gauge the benefits of self-deception,
whether in the short term or the long term? Given the evolutionary
billing of the article under discussion, what were the ancestral
selection pressures that favored self-deception? Claiming that a
given behavior has functional value does not necessarily mean it
is genetically programmed. People are selective in their infor-
mation seeking, often misconstrue events, lead themselves astray
by their biases and misbeliefs, and act on deficient knowledge.
However, biased information seeking and processing are not necess-
arily self-deception. VH&T cite, as an example of self-deception,
conservatives favoring Fox News and liberals favoring MSNBC.
By their selective exposure, they reinforce their political bias. But
that does not mean that they are lying to themselves. The same is
true for some of the other forms of biased information processing
that are misconstrued as self-deception.

In genuine self-deception people, avoid doing things that they
have an inkling might reveal what they do not want to know. Sus-
pecting something is not the same as knowing it to be true,
however. As long as one does not find out the truth, what one
believes is not known to be false. Keeping oneself uninformed
about an unwanted truth is the main vehicle of genuine self-
deception. By not pursuing courses of action that would reveal
the truth, individuals render the knowable unknown (Haight
1980). Acting in ways that keep one uninformed about unwanted
information is self-deception. Acting in selectively biasing and
misinforming ways is a process of self-bias. These are different
phenomena. The truth is not harbored in a dissociated uncon-
scious mind. It exists in the information available in the avoided
reality. The disconnected unconscious mind cannot know the
truth if the evidential basis for it is avoided.

VH&T emphasize the benefits of self-deception but ignore
the social costs to both the self-deceiver and deceived. Being
misled is costly to others. Therefore, the deceived do not
take kindly to being led astray. Human relationships are long-
term affairs. There are limits to how often one can mislead
others. After a while, the victims quit caring about whether
the deception was intentional or carried out unknowingly. If
done repeatedly, the short-term gains of misleading others
come with the cost of discrediting one’s trustworthiness. Under-
mining one’s ability to exercise social influence does not have
adaptive value.
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Human behavior is regulated by self-sanctions, not just by
social ones. Unless self-deceivers are devoid of moral standards,
they have to live with themselves as well as with the social reac-
tions of others to deceptive conduct. The maintenance of positive
self-regard while behaving harmfully is a strong motivator for
self-exoneration. Self-deception serves as a means of disengaging
moral self-sanctions from detrimental conduct. The social cogni-
tive theory of moral agency specifies a variety of psychosocial
mechanisms by which individuals convince themselves that
they are doing good while inflicting harm on others (Bandura
1999). By these means, otherwise considerate people can behave
inhumanely without forfeiting their sense of self-worth.

Is social interaction based on guile or
honesty?
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Abstract: Von Hippel & Trivers suggest that people enhance their own
self-views as a means of persuading others to adopt similarly inflated
perceptions of them. We question the existence of a pervasive desire
for self-enhancement, noting that the evidence the authors cite could
reflect self-verification strivings or no motive whatsoever. An identity
negotiation framework provides a more tenable approach to social
interaction.

We were impressed with many of von Hippel & Trivers’s
(VH&T’s) specific arguments. For example, they build a convin-
cing case that self-deception may facilitate the manipulation of
others and that it can be used to effectively mask clues as to
one’s intent. Yet when it comes to the contention that the decep-
tion of the self and others represents a core ingredient of human
social interaction, we respectfully disagree.

Some of our reservations regarding VH&T’s central “self-
deceptive self-enhancement” thesis are purely conceptual. At
one point the authors assert that “People are impressed by con-
fidence in others” (sect. 3, para. 2) and then proceed to list the
supposed benefits of confidence. Fair enough. But they then
conclude that the premium humans place on confidence suggests
that “self-enhancement should be ubiquitous and people should
believe their own self-enhancing stories” (sect. 3, para. 2).
Whereas confidence is often based on actual abilities or achieve-
ments, self-deceptive self-enhancement is thought to produce
overconfidence. Surely the consequences of confidence and
overconfidence are very different. In fact, we could readily
imagine a complementary paragraph that lists the hazards of
overconfidence and concludes that self-enhancement should be
maladaptive and hence rare.

Empirical evidence of self-verification strivings provides an
even stronger basis for concluding that self-enhancement plays
a relatively modest role in social interaction. For example, con-
trary to VH&T’s contention that people preferentially seek
and embrace positive evaluations, there is strong evidence that
people with negative self-views preferentially seek negative
evaluations and interaction partners and even divorce spouses
who perceive them in an overly positive manner (e.g., Swann
1983; in press).

VH&T dismiss this literature by suggesting that self-verifica-
tion is merely another motive that exists alongside self-enhance-
ment. What they fail to recognize, or at least acknowledge, is that
their argument loses force insofar as self-verification overrides
self-enhancement. Recent evidence suggests that this may indeed
be a problem for the authors’ formulation. A meta-analysis of

studies that pitted self-enhancement against self-verification
indicated that self-verification effects were at least as strong as
self-enhancement effects (Kwang & Swann 2010). Moreover,
when the response class “cognitive reactions” (which included
selective attribution, attention, recall, overclaiming bias, and per-
ceived accuracy) was examined specifically, the overall pattern
favored self-verification over self-enhancement. This is note-
worthy because it is precisely this response class that VH&T
emphasize as the province of self-enhancement.

At the very least, evidence that self-verification strivings often
trump self-enhancement strivings challenges the notion that
there exists a pervasive desire for self-enhancement. More tell-
ingly, however, such evidence also calls into question the most
appropriate interpretation of much of the evidentiary basis for
self-enhancement. Consider that there is convincing evidence
that roughly 70% of the people in the world have positive views
of themselves (Diener & Diener 1995), presumably because
most people enjoy secure attachment relationships (Cassidy
1988; Sroufe 1989) and are able to systematically seek and engin-
eer success experiences (e.g., Bandura 1982). The pervasiveness
of positive self-views, in conjunction with evidence that people
work to verify their negative and positive self-views, means that
evidence that people seek and embrace positive evaluations
could reflect either self-verification or self-enhancement striv-
ings. Of particular relevance here, studies in which most partici-
pants embrace positive feedback may reflect a tendency for the
70% of participants with positive self-views to seek feedback
that is, for them, self-verifying.

To concretize our claim, consider the Fein and Spencer (1997)
article that the authors cite repeatedly. Because no measure of
self-views was included in this research, it is possible that the ten-
dency for negative feedback to amplify participants’ derogation of
out-group members was driven by a tendency for those with posi-
tive self-views (who presumably constituted most of the sample)
to work to maintain their positive self-views. If so, then the find-
ings may reflect self-verification rather than self-enhancement
strivings. Of course, the authors also cited a study by Epley
and Whitchurch (2008), which did include a measure of global
self-esteem. Yet expecting the measure of self-esteem to act as
a moderator in this study is problematic because there is little
reason to believe that feedback regarding physical attractiveness
should be moderated by global esteem (which is influenced by
numerous factors besides attractiveness; for a discussion of this
specificity matching problem, see Swann et al. 2007).

The authors also rely heavily on a series of studies that purport
to show that people routinely claim that they are “better
than average.” Whether this body of work should be viewed
as evidence of self-enhancement, however, is debatable. For
example, careful analyses have shown that participants are
rather non-discriminating when it comes to endorsing the
above-average option, even claiming that an unknown stranger
performs better than average (Klar & Giladi 1997). The most
straightforward interpretation of these findings appears to be
that people have a very dim understanding of what an average
score means and what it means to assert that they are better
than average. If so, the results of such studies can hardly be
regarded as evidence of self-enhancement (for a review, see
Chambers & Windschitl 2004).

In short, although there are surely instances in which decep-
tion is personally beneficial, we believe that the research litera-
ture provides little evidence that such activities offer an apt
characterization of human social conduct. Instead, a more
tenable model of human social interaction may be offered by
the identity negotiation formulation (e.g., Swann 1987; Swann
& Bosson 2008). When people begin interacting, the argument
goes, their first order of business is to determine “who is who.”
Once each person lays claim to an identity, they are expected
to honor it henceforth; failure to do so will be disruptive to the
interaction and could even trigger termination of the relation-
ship. So, people are not only motivated to seek subjectively
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accurate (i.e., self-verifying) feedback, but also their success in
eliciting such feedback represents the interpersonal “glue” that
holds their relationships together. Within this framework, social
relationships are maintained through transparency and mutual
understanding rather than deceit and obfuscation, and it is alle-
giance to truth that enables people to enjoy healthy, prosperous
relationships.

Domains of deception
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Abstract: The von Hippel & Trivers theory of self-deception will gain
added traction by identifying psychological design features that come
into play in different domains of deception. These include the domains
of mating, kinship, coalition formation, status hierarchy negotiation,
parenting, friendship, and enmity. Exploring these domains will uncover
psychological adaptations and sex-differentiated patterns of self-deception
that are logically entailed by their theory.

The von Hippel & Trivers (VH&T) theory provides a powerful
explanation of the several evolved functions of self-deception.
Their theory provides a compelling account of the information
processing mechanisms – such as dissociations between con-
scious and unconscious memories, biased information search,
and automatic versus controlled processes – that plausibly explain
how self-deception in general can be implemented. I suggest
that a more comprehensive theory of self-deception will require
identifying specific psychological design features relevant to
different domains of deception. These domains will be defined,
in large part, by predictable regions of social conflict, such as
sexual conflict, intrasexual rivalry, parent-offspring conflict, and
coalitional conflict.

Consider sexual conflict in the mating arena. It has been docu-
mented that men and women attempt to deceive members of the
opposite sex in different ways and for different goals (Buss 2003;
Haselton et al. 2005). Men, for example, sometimes deceive
women about the depth of their feelings of emotional involve-
ment for the goal of short-term sexual access. According to the
VH&T theory of self-deception, men should self-deceive in this
domain, truly believing that they feel more deeply about the
woman than they actually do, prior to sexual consummation, in
order to better carry out the deceptive strategy – a prediction
yet to be tested.

Studies of personal ads that have checked self-reported qualities
with objectively measured qualities find that men tend to deceive
about their height and women about their age and weight. Men
report that they are taller and women that they are younger and
weigh less than objective verifications reveal. Do men really
believe their deceptively reported stature? Do women really
believe their deceptively reported youth and shaved pounds? And
if so, do these self-deceptions better enable deception of opposite
sex on these qualities? These are examples of sex-differentiated
empirical predictions from the VH&T theory of self-deception
that require empirical study. If verified, they would imply that
men’s and women’s psychology of self-deception contain somewhat
different content-specific design features.

Deception within families differs from the exaggeration of
mating qualities in the service of mate attraction. Do children
delude themselves about their hunger in order to better deceive
their parents about their true level of need? Do they believe
their lies of the physical pain inflicted by their siblings in order
to better manipulate their parents? Do parents truly believe
that they love all their children equally, when they clearly do

not, in order to deceive their children for the goal of minimizing
costly sibling conflict? Do stepparents truly believe that they love
their stepchildren as much as their genetically related progeny?
These within-family domains of deception point to psychological
design features that differ from those within the mating domain,
and they require specification in any comprehensive theory of
deception and self-deception.

Wrangham (1999) hypothesized that males in warfare coalitions
deceive themselves about the probability of victory, particularly in
battles – a positive illusion bias. His hypothesis is that this form of
self-deception functions to increase the likelihood of successful
bluffs. A complementary hypothesis, I suggest, is that leaders
self-deceive about the likelihood of their success to better unify
and motivate other males within their coalition, with the goal of
increasing the likelihood of success in battle. These hypotheses
point to psychological design features associated with coalitional
conflict that differ from those that occur in the domains of sexual
conflict or within-family conflict. They also suggest a specific psy-
chology of deception and self-deception present in men, but
absent in women – specifications required for any comprehensive
theory of deception and self-deception.

Analogous arguments can be made in other domains, such as
intrasexual rivalry conflict, tactics of hierarchy negotiation, equity
negotiations with friends, and tactics to deter enemies. The
VH&T theory of self-deception provides a compelling infor-
mation-processing foundation from which a more comprehensive
theory can be built. Exploring deception in domain-specific and
sex-differentiated ways, with the recognition that different adap-
tive problems often require somewhat different information-pro-
cessing solutions, opens avenues for discovering a rich array of
psychological adaptations that accompany the functional implemen-
tation of specific forms of deception and self-deception.

Get thee to a laboratory
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Abstract: von Hippel & Trivers’s central assertion that people self-
deceive to better deceive others carries so many implications that
it must be taken to the laboratory to be tested, rather than promoted
by more indirect argument. Although plausible, many psychological
findings oppose it. There is also an evolutionary alternative: People
better deceive not through self-deception, but rather by not caring
about the truth.

In their thoughtful and stimulating essay, von Hippel & Trivers
(VH&T) assert a number of intriguing proposals, none more
thought-provoking than their central one that self-deception
evolved in order to facilitate the deception of others.

My overall reaction to this central assertion is favorable. It is a
well-formed hypothesis that readers easily grasp and that res-
onates with their intuition. The hypothesis, however, lacks one
characteristic I wish it had more of – data. That is, the hypothesis
is not completely new, having been forwarded, in some form or
another, over that last quarter-century (Trivers 1985; 1991),
and so it could profit now from direct data that potentially
support it rather than from any additional weaving of indirect
arguments and findings such as those the authors have spun
here. It should be relatively easy to construct empirical studies
to see if people engage in self-deception more eagerly when
they must persuade another person of some proposition. Simi-
larly, it should be easy to create experiments to see if people
are more persuasive to others to the extent they have persuaded
themselves of some untruth first.
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Such empirical evidence, ultimately, is essential for two reasons.
First, although intuitively compelling, VH&T’s hypothesis already
faces an empirical headwind. Many research findings oppose it.
For example, VH&T suggest that people need self-deception to
become convincing liars because others would be so good at catch-
ing their lies otherwise. However, one can reasonably read the lit-
erature on lie-detection to suggest that people are not very good at
detecting lies (e.g., Bond & DePaulo 2006; Ekman 1996), so this
pressure does not really exist. Moreover, people do not seem to
be especially skilled at lie detection under circumstances in
which they arguably should be, given the authors’ assertions. For
example, people are not much better at detecting lies among
those they know well (Anderson et al. 2002) or among those
they are interacting with directly rather than merely overhearing
(Bond & DePaulo 2006).

In addition, one could argue from extant data that evolution
would not have selected for self-deception, and the lying it supports,
in the social setting associated with most of human evolution – one
in which humans huddled together in small, interdependent
groups, banded together against the potentially fatal dangers of
nature and other competitive social factions (Brewer & Caporael
2006). Recent arguments suggest that this small group setting
boosted the survival value of groups whose members cooperated
and cared for one another over groups whose members were
more egoistic and selfish (e.g., Boyd & Richerson 2009). One can
presume that truth telling would be one of those behaviors so
selected – and that self-deceptive lying within the small group
would place any of its practitioners at a disadvantage.

Consider the fate of people in small groups who actively
pursue one form of self-deception that VH&T discuss at length –
people who engage in self-deceptive self-enhancement that
allows them to display more confidence about themselves than
their reality actually warrants. According to VH&T, this self-
deceptive confidence is associated with many social advantages,
but modern-day empirical data suggest the opposite – that this
self-deception does not work well in small-group settings. At
least two studies have found that people who boast with confi-
dence about their talents and character are initially well-liked
in small groups. However, over time, these individuals become
the most disliked and least valued within those small social
groups (John & Robins 1994; Paulhus 1998). Presumably, their
self-deceptions are eventually found out, and whatever advan-
tages they obtain initially are ones the group increasingly with-
holds as time goes on. This leads to a paradox. Perhaps self-
deception in the service of deceiving others may plausibly work
in contemporary social life, which is marked by a rather anon-
ymous, ever socially shifting world. In the modern day, one can
deceive and then move on to deceive other strangers. But what
about a human evolutionary past in which people did not move
on, but rather woke up each morning to deal with the same
small group of individuals for most of their mortal lives?

Finally, VH&T’s intuitive central assertion must be put to
empirical test because there is an equally intuitive alternative.
People may become more persuasive not because they deceive
themselves of some illegitimate fact, but they instead decide
that the facts just do not matter. They lay aside the truth and
are unconcerned about it, making whatever claims they think
will be the most convincing to the other person. This technique
of simply not caring about the truth has been labeled by the phi-
losopher Harry Frankfurt as bullshitting (Frankfurt 2005), and it
potentially is a strategy that would make self-deception unnecess-
ary under the authors’ current framework. Thus, if evolution
crafted the best liars among humans, perhaps it did so not via
the route of self-deception but rather by creating individuals
(or a species) who could dismiss any worry about the truth-
value of what they were saying as an active consideration as
they said it. Laboratory work could examine this. Are people
better persuaders when they self-deceive themselves into some
untruth? Or are they better persuaders when they strike any
consideration of truth or falsity from their minds? Current

social cognitive techniques seem tailor-made to tackle this
question.

All these observations lead me to ask of the authors – or any
interested reader: Get thee to a laboratory. The central conten-
tion guiding this essay is too broad and deep in its implications
not to deserve direct and extensive empirical study.

Self-deception is adaptive in itself
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Abstract: Von Hippel & Trivers reason that the potential benefits of
successfully deceiving others provide a basis for the evolution of self-
deception. However, as self-deceptive processes themselves provide
considerable adaptive value to an individual, self-deception may have
evolved as an end in itself, rather than as the means to an end of
improving other-deception.

Von Hippel & Trivers (VH&T) argue that the suite of motivated
processes associated with self-deception (SD) evolved to facilitate
other-deception (OD). VH&T contend that a capacity for SD may
increase individuals’ success in specific instances of OD by helping
them conceal deception-revealing “tells,” such as those due to
nervousness and cognitive load. A capacity for SD also produces
self-serving biases and self-enhancement, which help individuals
appear more confident and “better” to others than they really
are, and thus increases one’s chances of reaping interpersonal
rewards. Furthermore, the optimism and happiness associated
with self-serving biases and self-enhancement may produce inter-
personal gains. Although it is true that downstream interpersonal
benefits of a capacity for SD may increase evolutionary fitness,
the immediate benefits of SD alone increase potential for repro-
ductive success more directly. It is therefore unclear that selective
pressures arising from the need to be effective at OD are necessary
to explain the evolution of SD.

An ability to succeed in OD has clear benefits. Individuals who
can secure undeserved resources possess a significant advantage
over individuals who cannot, in terms of potential for reproductive
success. To address whether a capacity for SD leads to greater
effectiveness at OD in a given context, VH&T propose that
researchers ought to examine whether individuals are most likely
to engage in SD when they are motivated to deceive others.
This test would indeed inform the discussion of whether SD
assists in OD and is worthy of serious consideration. A related
test is whether individuals are most likely to engage in self-
enhancement on traits for which it might be particularly useful
to succeed in OD. The appearance of morality is one dimension
in which success in OD would be particularly helpful: If Sally
can deceive Anne into thinking that Sally is moral, Anne will not
only possess a generally more positive view of Sally, but Anne
will also likely lower her guard against future deceptions from
Sally. Deceiving others into believing that one is moral should
be a useful tactic for everybody, as evidence suggests that vigilance
against cheaters is a human universal (Sugiyama et al. 2002).
Therefore, if SD evolved in the service of OD, one might reason-
ably expect that all individuals self-enhance on the dimension
of morality. Contrary to this prediction, people with interdepen-
dent mind-sets are less likely to self-enhance in the moral or
altruistic domains than are people with independent mind-sets
(Balcetis et al. 2008). This effect holds controlling for culture.
This finding casts doubt on VH&T’s model of SD’s existence for
the purpose of facilitating OD.
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Considerable evidence indicates that a capacity for motivated
cognition, a variety of SD, helps us to attain our goals. Objects
we desire may appear larger (Bruner & Goodman 1947) or
closer (Balcetis & Dunning 2010) to us, and individuals predict
that desired, randomly determined outcomes will occur (e.g.,
Babad 1997; but see Krizan & Windschitl 2009). Such desire-
biased perceptions and predictions can cause us to frame situations
in terms of possible gains, making us more likely to pursue courses
of action that will allow us to achieve desirable outcomes (e.g.,
Bandura 1989, p. 1177; Sternberg & Kolligan 1990). Conversely,
individuals who are motivated to avoid certain entities (such as ara-
chnophobes toward spiders) exhibit greater vigilance for those
things (Riskind et al. 1995). The concrete results of our goal-
oriented behaviors (e.g., food or safety, both of which were often
uncertain in our evolutionary history) provide adaptive value, with
interpersonal adaptive value possibly as mere epiphenomena.

VH&T argue that self-serving biases and self-enhancement
cause us to be optimistic and happy. Overly positive thinking man-
ifested as optimism and happiness contributes to good health, goal
attainment, and resilience in the face of adversity (e.g., Taylor &
Armor 1996; Taylor & Brown 1988). VH&T discuss optimism
and happiness as possible products of SD with interpersonal
benefits. Optimism, in VH&T’s formulation, causes individuals
to confidently persevere and occasionally succeed in difficult
tasks, resulting in dividends that translate into interpersonal cur-
rency. (Underscoring optimism’s adaptive value, Aspinwall and
Richter (1999), have demonstrated that optimism is also associated
with abandoning an impossible task within a shorter timeframe.)
VH&T point out that both optimism-driven confidence and happi-
ness draw others to an individual, leading to greater potential for
success on cooperative tasks. However, although VH&T acknowl-
edge that sunny outlooks are associated with positive effects aside
from interpersonal concerns, they discount the adaptive value of
such outcomes and instead present optimism and confidence as
means to interpersonal success.

Self-serving rationalizations and interpretations of our own be-
havior allow us to preserve our rosy views of ourselves and our
prospects. Among other rationalizations, individuals reduce cog-
nitive dissonance to uphold their views of themselves as moral
and competent (e.g., Festinger & Carlsmith 1959; Steele & Liu
1983). Individuals from preschool-aged children to adults are
motivated to rationalize even blind choices (e.g., Egan et al.
2010; Johansson et al. 2005). People engage in moral hypocrisy,
whereby they convince themselves that their selfish behaviors
are acceptable (e.g., Batson & Thompson 2001) and judge their
own immoral behavior as less egregious than that of others
(e.g., Valdesolo & DeSteno 2007). Thus, our views of ourselves
are consistently bolstered by means of self-serving biases and
self-enhancement throughout our everyday existence. SD does
not require demands from OD to have evolved – it is self-sus-
taining, and certainly provides considerable adaptive advantages
independently. Although a capacity for SD may enhance one’s
skills in OD, it seems more likely that OD enjoys a commensal
relationship with SD than that it drives the evolution of SD.

Conscious thinking, acceptance, and
self-deception
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Abstract: This commentary describes another variety of self-deception,
highly relevant to von Hippel & Trivers’s (VH&T’s) project. Drawing

on dual-process theories, I propose that conscious thinking is a voluntary
activity motivated by metacognitive attitudes, and that our choice of
reasoning strategies and premises may be biased by unconscious desires
to self-deceive. Such biased reasoning could facilitate interpersonal
deception, in line with VH&T’s view.

In their target article, von Hippel & Trivers (VH&T) invoke a
dual-process framework, arguing that self-deception is facilitated
by dissociations between implicit and explicit memories, atti-
tudes, and processes. However, they focus on work in learning
and social psychology and say relatively little about dual-process
theories of reasoning and judgment. Such theories are, however,
highly relevant to VH&T’s project, and in this commentary I add
some further supporting considerations, drawing on work in
this area.

There is now considerable evidence for the existence of two
distinct but interacting types of processing in human reasoning
and decision making: type 1, which is fast, effortless, automatic,
unconscious, inflexible, and contextualized, and type 2, which is
slow, effortful, controlled, conscious, flexible, and decontextua-
lized (e.g., Evans 2007; Evans & Over 1996; Kahneman & Fre-
derick 2002; Sloman 1996; Stanovich 1999; 2004; for surveys,
see Evans 2008; Frankish & Evans 2009; Frankish 2010).
Beyond this core agreement there is much debate, concerning
the further properties of the two processes, the relations between
them, and whether they are associated with distinct neural
systems (see, e.g., the papers in Evans & Frankish 2009). Here,
however, I wish to focus on a specific proposal about the nature
of type 2 processing.

The proposal is that type 2 processing is best thought of as an
internalized, self-directed form of public argumentation, and that
it is a voluntary activity – something we do rather than something
that happens within us (Frankish 2004; 2009; see also Carruthers
2006; 2009a; Dennett 1991). It might involve, for example, con-
structing arguments in inner speech, using sensory imagery to
test hypotheses and run thought experiments, or interrogating
oneself in order to stimulate one’s memory. On this view, type
2 thinking is motivated; we perform the activities involved
because we desire to find a solution to some problem and
believe that these activities may deliver one. (Typically, these
metacognitive beliefs and desires will be unconscious, implicit
ones.) I have argued elsewhere that this view provides an attrac-
tive explanation of why type 2 thinking possesses the distinctive
features it does (Frankish 2009).

On this view, we also have some control over our conscious
mental attitudes. If we can regulate our conscious thinking,
then we can decide to treat a proposition as true for the purposes
of reasoning and decision making, committing ourselves to taking
it as a premise in the arguments we construct and to assuming its
truth when we evaluate propositions and courses of action. Such
premising commitments constitute a distinct mental attitude,
usually called “acceptance” (Bratman 1992; Cohen 1992; Frank-
ish 2004). When backed with high confidence, acceptance may
be regarded as a form of belief (Frankish 2004), but it can also
be purely pragmatic, as when a lawyer accepts a client’s inno-
cence for professional purposes. Such pragmatic acceptance
will, however, be functionally similar to belief, and it will guide
inference and action, at least in contexts where truth is not of
paramount importance to the subject.

If this is right, then it points to further powerful avenues of
self-deception, involving biased reasoning, judgment, and accep-
tance. Our reasoning activities and premising policies may be
biased by our self-deceptive goals, in pursuit either of specific
ends or of general self-enhancement. We may be motivated to
display greater effort and inventiveness in finding arguments
for conclusions and decisions we welcome and against ones we
dislike. And we may accept or reject propositions as premises
based on their attractiveness rather than their evidential support.
Of course, if we accept a claim in full awareness that we are
doing so for pragmatic reasons, then no self-deception is involved;
our attitude is like that that of the lawyer. Self-deception enters
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when we do not consciously admit our aims, and engage in biased
reasoning and the other forms of self-deception described by
VH&T (biased search, biased interpretation, etc.) in order to
support the accepted claim.

I have previously set out this view of self-deception at more
length (Frankish 2004, Ch. 8). However, I there assumed
that the function of self-deceptive acceptance was primarily
defensive. I referred to it as a “shielding strategy” designed to
protect one from consciously facing up to an uncomfortable
truth. But biased reasoning and acceptance could equally facili-
tate interpersonal deception, in line with VH&T’s view. To
accept a proposition as a premise is, in effect, to simulate con-
scious belief in it, both inwardly, in one’s conscious reasoning
and decision making, and outwardly, in one’s behavior (so far
as this is guided by one’s conscious thinking). In doing this,
one would display the signals of genuine belief to others whom
one might wish to deceive. Moreover, these signals of belief
might have an influence upon oneself as well, being taken by
unconscious belief-forming processes as evidence for the truth
of the accepted proposition (a sort of self-generated testimony)
and thus fostering implicit belief in it. In this way, a deception that
begins at the conscious level may later extend to the unconscious
one, thereby eliminating any unconscious signals of deceptive
intent.

Biased conscious thinking and acceptance are closely related
to the information-processing biases discussed by VH&T, and
they should be detectable by similar means. In particular,
where they serve the goal of self-enhancement, they should be
reduced when prior self-affirmation has taken place (provided,
that is, that the deception has not taken root at the unconscious
level, too). Experimental manipulations of cognitive load might
also be employed to detect self-deceptive bias. There are compli-
cations here, however. For although biased conscious thinking
will be effortful and demanding of working memory, it will not
necessarily be more demanding than the unbiased sort, which,
on the view we are considering, is also an effortful, intentional
activity. However, when self-deception involves specific devi-
ations from established reasoning strategies and premising
policies, it will require additional self-regulatory effort, and in
these cases, manipulations of cognitive load should affect it.
“Talk-aloud” and “think-aloud” protocols, in which subjects are
asked to verbalize and explain their thought processes, should
also be useful in helping to identify self-deceptive biases in
conscious thinking.

The evolutionary route to self-deception: Why
offensive versus defensive strategy might be a
false alternative
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Abstract: Self-deception may be the result of social manipulation and
conflict management of social in-groups. Although self-deception
certainly has offensive and defensive aspects, a full evolutionary
understanding of this phenomenon is not possible until strategies of
other parties are included into a model of self-perception and self-
representation.

Von Hippel & Trivers (VH&T) develop a complex picture of selec-
tive information, processing and present a wealth of different

evidence concerning self-deception. This complexity is already
one reason to doubt that self-deception is either a purely offensive
or a defensive strategy. The evidence cited supports self-deception
both enhancing and decreasing fitness. Examples for the latter are
wrong body perceptions of anorexic people, denials of being
addicted, or putting a gloss on violent relationships. Even if self-
deception enhances fitness – as part of an offensive strategy –
obvious costs arise. Therefore, the benefits have to be substantial
to overcome this barrier.

One problem might be that self-deceptions are not just taken
at face value by others but are verified. Therefore, follow-up costs
are high. Take as an example self-assessment. If individuals over-
estimate their own capabilities in physical contexts, this will
invariably lead to serious injuries or death. In social contexts,
rivals and allies alike will frequently challenge these alleged qual-
ities, which will then break down and produce negative conse-
quences. In mating contexts, overestimating one’s qualities and,
as a result, courting superior mates will lead to rejections,
given that discriminating abilities in mating contexts are highly
developed (not only in humans, but also in many species).

For that reason, we would like to suggest a modification of self-
deception as offensive strategy: Its continued use should depend
on its success. If a particular deception is successful, then self-
deception can be incorporated via the subconscious processes
suggested by VH&T, because discrepancies to external percep-
tion are apparently not too large. If, on the other hand, such
bluffs are called, self-deception should no longer be used in
these kinds of situations making way again for an accurate self-
perception.

Deception and self-deception are, furthermore, especially hard
to keep up in stable groups over longer periods. Problems include
intimate knowledge of others and high costs of discovered decep-
tion. However, there is an evolutionary mechanism for this
problem: costly signals. They ensure that even in a world of egois-
tic individuals, honest and reliable communication can be effected
(Zahavi & Zahavi 1997). This implies, however, that each com-
munication should be treated as possibly deceptive by default if
not backed up by an honest signal.

Costly signaling weakens the argument that “Self-enhance-
ment is useful only to the degree that it is self-deceptive,
because only when it is believed by the self will others accept
the enhanced self as genuine.” (sect. 8, para. 9). Because
signals can and are indeed faked, it follows that individuals
should and do in fact rely on their own knowledge to evaluate
the truth of any signal. Genuine signals require at least agree-
ment between the signal of the other individual and external
cues, as well as the knowledge of the receiver. If there are discre-
pancies – which would often be the case if self-enhancement is
faked – such signals should be discarded as dishonest or be
inspected more closely.

Self-deception as defensive strategy is implausible, too. We
completely agree with VH&T that self-deception as a means to
cope with a threatening world confuses means with ends from
an evolutionary perspective – hedonistic rewards per se are not
the ultimate target of selection.

Given that the evidence presented does not favor self-decep-
tion as either a purely offensive or defensive strategy, we would
like to put forward a third model. Here, self-deception is seen
as incongruence between self-perception and perception by
others. Selective information processing is then used as a strategy
to keep that incongruence.

It is essential to keep in mind that children do not have auton-
omy when constructing their self-perception. Humans develop
their self-perceptions in light of others, through a process of
attribution primarily by members of the kin group and not
through “objective” introspection (Carruthers 2009b; Prinz 2008;
Voland 2007). Coupled with the fact that humans are “cooperative
breeders” with all the corresponding strategies of cognitive
networking in the group (Hrdy 2009), it follows that selfishly
motivated individuals may influence others. This is particular
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true for kin groups – for example, getting children to adapt
certain roles like “the hero,” “the helper,” and so forth, to
enhance the fitness of members of the kin group, irrespective
of the fitness of the children themselves. This was first pointed
out by Trivers (1974) and labeled with the term “parent–off-
spring conflict.”

Kurland and Gaulin (2005, p. 453) could be right when they
point out that “some humanists have found in our peculiarly
intensive family ecology the source of all neurosis, psychosis,
and the world’s troubles.” Implications of this family-conflict
model include self-deception as well, because the parent–off-
spring conflict is not only an investment conflict (Salmon
2007), but may also become a pronounced role conflict.

If role expectations are actually accepted by the persons con-
cerned, this could mean that the parent–offspring conflict has
been won by members of the kin group and explain why such
“wrong” self-perceptions are not corrected, even if self-deception
is costly. The obvious reason is that it is costly, too, to avoid self-
deception. Such costs are attested by psychological studies. Evi-
dence suggests that self-perception has to be without inner con-
tradictions. Personality disorders like schizophrenia attest to this
claim. Many biases ensure a whole personality (e.g., hindsight
bias, confirmation bias, attributional biases, etc.; see Frey 2010;
Gilovich 1991; Plous 1993). Cognitive dissonance is stressful
(Taylor 1989/1995), and correcting cognitive dissonance is also
stressful because it means conflict with the manipulating party.
Stress, however, is costly (Flinn 2007). Self-representation, which
includes questions of self-deception, therefore constitutes a
typical trade-off problem. Thus, it may be fitness enhancing for indi-
viduals to let themselves be manipulated.

To conclude, our alternative answers the question posed by
VH&T: “If self-deception evolved to deceive others, why is
there so much evidence for self-deception that appears to be
intended only for the self?” Other parties with different interests
must be included in an analysis of self-deception.

Reviewing the logic of self-deception
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Abstract: I argue that framing the issue of motivated belief formation and
its subsequent social gains in the language of self-deception raises logical
difficulties. Two such difficulties are that (1) in trying to provide an
evolutionary motive for viewing self-deception as a mechanism to
facilitate other-deception, the ease and ubiquity of self-deception are
undermined, and (2) because after one has successfully deceived oneself,
what one communicates to others, though untrue, is not deceptive, we
cannot say that self-deception evolved in order to facilitate the deception
of others.

The argument that self-deception evolved in order to facilitate
the deception of others relies on the assumption that, pace all
empirical evidence, people really are good lie detectors. Von
Hippel & Trivers (VH&T) claim that “despite what the research
literature might appear to show, people are actually quite good at
detecting deception. This possibility is central to our hypothesis
regarding a co-evolutionary struggle and the subsequent origins
of self-deception.” VH&T argue that empirical studies showing
that people are poor lie detectors are fundamentally flawed. As
such, the authors posit the opposite conclusion – that, in fact,
people are very good at detecting lies, especially when they are
properly motivated and dealing with close friends and family.

However, the problem is that if the hypothesis that people are
good lie detectors is true, then the facility with which people are
able to lie to themselves is undermined. In fact, one reason the
authors offer to explain the misleading empirical results is that
most studies of deception are conducted with strangers –
VH&T say that we are much better at detecting the lies of
people with whom we are close. But, and this is the kicker, if
people get better at detecting lies as their relationship to the
liar becomes closer and closer, then deceiving oneself should
be hardest of all. After all, there is no one closer to us than our-
selves. Thus, in trying to provide an evolutionary motive for
viewing self-deception as a mechanism to facilitate other-decep-
tion, VH&T undermine the conditions required to make self-
deception common and easy.

The relationship between skill in detecting lies and lying
to oneself must be inversely proportional: The better one is at
lie detection, the harder it will be to self-deceive. The fact
remains that we must be fairly poor lie detectors if we are able
to lie to ourselves with ease. Unfortunately, on the account that
VH&T have forwarded, the commonness and facility of self-
deception becomes difficult, if not impossible, to explain.

One of the virtues of VH&T’s account of self-deception is
that it moves away from the standard model of self-deception,
which requires two simultaneous, contradictory representations
of reality. VH&T highlight the fact that self-deception does not
require one person to possess contradictory beliefs, but rather,
self-deception can be the result of biases in information gathering,
which reflect one’s own goals or motives. As VH&T state, “if I can
deceive you by avoiding a critical piece of information, then it
stands to reason that I can deceive myself in the same manner.”

The problem, however, is that if one sincerely believes that p,
then when one expresses that p to someone else, that expression
is not an instance of deception, despite the fact that p is false.
After all, if I sincerely believe that Canada is in Eastern Europe,
and I communicate to you that Canada is in Eastern Europe,
although I am wrong, I am not lying. In order to lie, I must
know that what I am communicating is false.

So, arguably, we can get a real instance of other-deception
on the classical view of self-deception. We can say that one
knows that p is false somewhere in one’s unconscious, and so,
when one expresses that p is true, one is being deceptive.
However, if a person never came to believe that p is false, even
though she could have come to know that p is false (given
more search, etc.), then when she communicates that p, she is
not lying.

Given that in VH&T’s view, the person who expresses false-
hoods believes them to be truths, that person cannot be involved
in other-deception. Again, other-deception requires knowledge
of the falsity of what one is communicating. As such, self-decep-
tion could not have evolved to facilitate other-deception, because
after one has successfully deceived oneself, what one communi-
cates to others, though untrue, is not deceptive.

These points are not meant to show that VH&T’s general
orientation is misguided but rather that the language of self-
deception has not done them any favors. VH&T have successfully
illustrated that our beliefs often develop in ways that are relative
to our motives and goals. Also, they have done well to argue that
these biased beliefs result in a whole host of social gains.

Rather than pursue an evolutionary account of self-deception,
however, it seems that the real revelation is in the following point
that VH&T cite but do not develop: “Thus, the conventional view
that natural selection favors nervous systems which produce ever
more accurate images of the world must be a very naive view of
mental evolution” (Trivers 1976/2006). For, it is this assumption
that creates the dichotomy between “normal” beliefs that corre-
spond to facts and “self-deceptive” beliefs that are the result of
motivated biases. Rather than looking at these two kinds of prac-
tices as normal and abnormal, the real sea change would be to
think of beliefs, in general, as developed in motivated settings,
relative to an agent’s abilities, goals, environmental conditions,
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and intersubjective situation. The real revelation would be to
question the assumption that beliefs are most useful when true.

Directions and beliefs of self-presentational
bias
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Abstract: The target article tends to conflate self-deception and self-
enhancement, but biased self-presentation can be negative as well as
positive. Self-deceiving self-diminishers may be depressed and non-
self-deceiving self-diminishers may project false modesty. The article’s
otherwise brilliant argument for the advantages of self-deceptive self-
enhancement for deceiving others may underemphasize the risks it
entails for poor decision making.

This brilliant paper goes a long way to resolve a long-standing
conflict between ancient Delphic wisdom that urges “know
thyself” and the somewhat more recent evidence, most promi-
nently offered by Taylor and colleagues (Taylor & Brown 1988;
1994), that self-deception, in a self-enhancing direction, may
incur some advantages. Misleading yourself can help you to
mislead others, and a little bit of extra confidence in one’s own
attractiveness or abilities can enhance one’s perceived attractive-
ness and competence. I was once a peripheral participant in the
debate over the adaptiveness of self-enhancement (Colvin et al.
1995). Speaking only for myself, I can say that von Hippel &
Trivers’ (VH&T’s) argument has convinced me that a modicum
of self-enhancement can indeed, in some circumstances – and
especially when accompanied by self-deception – be adaptive.

However, as ambitious as it is, the target article’s exposition of
the mechanisms and implications of self-deception still neglects
three key points. First, self-enhancement is not is not the only
direction in which self-presentation can be biased. People often
present themselves as better than they are, but they also some-
times present themselves as worse than they are. In one study,
while about 35% of the participants showed a self-enhancement
bias, 15% showed the opposite, self-diminishment bias, and the
remaining 50% were fairly accurate (John & Robins 1994). I
look forward to VH&T’s evolutionary explanation of what those
15% were up to.

Second, the observation that biased self-presentation can
occur in either direction highlights the separateness of self-
deception and self-enhancement, which the target article tends
to conflate. Consider the following 2!2 table. The cell entries
are simplified.

The target article is mostly about the upper left cell. The two
right-hand cells are not acknowledged at all. The lower left cell
is acknowledged, implicitly, when VH&T imply that that the
maladaptiveness and mental unhealthiness of self-enhancement

is limited to those cases in which people “are. . . unconvinced
by their own self-enhancing claims.”

Third, and despite the target article’s implication, it is easy to
imagine many cases in which the confidence engendered by sin-
cerely believed self-enhancements could be harmful. Misleading
oneself about one’s own abilities can lead to years of wasted effort
as a failed artist, writer, or premed student. Misleading oneself
about one’s attractiveness can lead to the pursuit of unattainable
mates at the expense of perfectly suitable mates one could
otherwise achieve. Misleading oneself about one’s own physical
strength can be dangerous or even fatal if it leads to a fight
with someone who really is stronger. In other words, exagger-
ation of your positive attributes can lead to unfortunate conse-
quences even if you believe it. These obvious points are
perhaps implicit in VH&T’s characterization of the “proper
dosage” for self-deception and their brief acknowledgment of
the costs of losing “information integrity,” but are surprisingly
underemphasized and underdeveloped in an otherwise carefully
nuanced argument.

But these are matters of emphasis. The present point is simply
that in the enthusiasm to develop a fascinating and creative argu-
ment for the otherwise paradoxical advantages of self-enhancing
self-deception, we should not neglect how self-presentational
biases can run in two directions and that in some important
ways the oracle at Delphi was correct. To know yourself, accu-
rately, can definitely be useful.

Understanding self-deception demands a
co-evolutionary framework
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Abstract: The foundational theme of the target article is that processes
of self-deception occur in a functional context: a social one through
which self-deceptive processes enhance fitness by affecting an actor’s
performances. One essential component of this context not addressed
explicitly is that audiences should have been selected to resist, where
possible, enhancements falsely bolstered by self-deception. Theoretical
implications follow.

Self-deception is an intrapsychic phenomenon, and explanations
of it have typically been in terms of what intrapsychic outcomes
it achieves (e.g., through self-deception, one can be happier
with oneself or about prospects to come). The foundational
theme of von Hippel & Trivers’s (VH&T’s) target article is a
simple one, albeit one with profound implications: Any sensible
approach to understanding an intrapsychic process – one con-
sistent with modern evolutionary biology –.must ultimately
connect that process with effects on the world. That is, intra-
psychic processes, to evolve, must have either have had effects
on fitness achieved through those effects or have been by-pro-
ducts of some process that did. The primary line of thinking
that VH&T specifically pursue is one introduced by Trivers
(1985) 25 years ago: Through self-deception, agents are able to
control the inferences that other organisms make about them
in ways that enhance the effectiveness of those agents to
achieve desired ends.

As VH&T emphasize, the insistence that self-deception be
understood in an interpersonal context has broad and deep con-
sequences for how it should be conceptualized and studied. In
what ways does self-deception enable other-deception, and
through what processes does it do so? When is self-deception
most effective at enabling other-deception? Do individuals

Table 1 (Funder). Implications of self-enhancement versus
self-diminishment

Self-enhancement Self-diminishment

Self is deceived Confidence Depression
Self is not deceived Bombastic

narcissism
False modesty
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accordingly engage in self-deception when its beneficial interper-
sonal consequences are most substantial? If so, through what
means do individuals “know” that self-deception is likely to be
effective? More generally, how has selection shaped the pro-
cesses that regulate self-deceptive tactics in ways that, ances-
trally, enhanced net fitness benefits? Though self-deceptive
processes have been studied by psychologists for decades, we
will lack a deep understanding of them until researchers take
to heart VH&T’s fundamental point.

I take up here one component of self-deception’s functional
context that VH&T are surely aware of but do not explicitly
discuss in any detail. In the interpersonal context in which self-
deception operates, other-deception via self-deception may be
in the interest of the actor, but not being deceived by others is
typically in the interest of all target perceivers. That is, selection
should favor perceivers whose inferences are not readily manipu-
lated in the interests of others. Hence, self-deception not
only must be understood in an evolutionary framework, but it
also must be appreciated in the context of a co-evolutionary fra-
mework in which the targets of other-deceit must be assumed to
have been subject to selection to avoid being deceived (e.g., Rice
& Holland 1997).

In the 30-plus years since the concept of self-deception was
introduced, biologists have developed sophisticated theories per-
taining to communication between organisms, now collectively
referred to as signaling theory (e.g., Searcy & Nowicki 2005).
One core component of signaling theory is the concept of
honest signaling. The idea is that, for any signaling system to
evolve, both senders and receivers must benefit, and for receivers
to benefit, the signal must contain accurate or “honest” infor-
mation. If the signal is dishonest (e.g., the size of peacocks’
tails reveal nothing about the quality of their bearers), receivers
should evolve to ignore it – that is, the signaling system should
collapse (or fail to evolve in the first place).

In light of this notion, how have self-deceptive processes
aimed to deceive others been maintained by selection? If percei-
vers suffer from attending to performances rendered deceptive
by self-deception, why has selection not led them to ignore
such performances? Perhaps most notably, why should percei-
vers be fooled by false confidence bolstered by self-deception?
Several possibilities come to mind.

First, most performances may well be honest portrayals of
earned or honest confidence. A signaling system that is basically
honest (honest on average) can tolerate some level of dishonesty
(e.g., Searcy & Nowicki 2005).

Second, in many circumstances it may be difficult for individ-
uals to detect the difference between a performance backed by
earned confidence and one enabled by self-deceived confidence.
An implication of the co-evolutionary nature of signaling systems
is that perceivers should be attentive to cues of false confidence –
for instance, through utilization of multiple cues and reliance on
reputation based on past performance as well as current perform-
ance. They should furthermore not tolerate false confidence even
when the actor is unaware of its nature. (One reason why narcis-
sistic individuals have unstable interpersonal relations is because
their unearned arrogance leads others to reject them.) Yet one
may be able to successfully perform with false confidence
under conditions in which other information is lacking (such as
one-shot interactions). This possibility once again underscores
the need for researchers to examine the contexts in which self-
deception affects performance, including the audiences of
those performances in light of their desire not to be fooled.

Third, confidence bolstered by self-deception may not, ulti-
mately, be other-deceptive. Individuals who have earned confi-
dence may nonetheless benefit by carrying off that confidence
by self-deceiving (e.g., not attending to their own shortcomings).
In this view, individuals who can best afford to self-enhance
through self-deception are those who are viewed positively by
others in any case. Ironically, in this view, self-deception facili-
tates honest, not deceptive, social performance.

These possibilities are not mutually exclusive. And there may
be others.

More generally, the fact that social performances enhanced by
self-deception must be understood in the context of co-evolved
audience resistance to falsely enhanced performance has impli-
cations for how self-deception should be studied. And beyond
that, at a basic theoretical level, it suggests ways in which an
appreciation for the evolutionary processes that have shaped
self-deception should be deepened.

Culture of deception
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Abstract: We examine the self-deceptive aspects of religion and
nationalism. By embracing various religious or political ideals, regardless
of their truth, our ancestors could have enhanced their confidence,
solidified their social ties, and manipulated their reproductive rivals.
This use of culture as one’s extended phenotype may increase the
spread of misinformation and create global webs of deception and self-
deception.

If humans have evolved a capacity to deceive themselves so as to
better deceive others, then human technologies, languages,
ideas, and traditions might display cultural manifestations of
deceptive and self-deceptive adaptations. Deceiving oneself may
be easier if others are complicit in the deception. Collective
self-deception is manifested as groupthink and deindividuation,
and it is likely mediated and enabled by various cultural
elements. Von Hippel & Trivers (VH&T) briefly discuss the
social reinforcement of individual-level self-deception, but they
do not elaborate upon the full implications of the cultural
aspects of self-deception. We discuss the ways in which self-
deception may be expressed collectively in religious and political
contexts, and we present several possibilities for how gene-
culture co-evolution has affected human deception and self-
deception.

According to Dawkins’s (1982) concept of the extended pheno-
type, genes are selected for how well they code for an organism’s
ability to manipulate its environment. An organism’s environ-
ment includes other organisms, of both the same and different
species. Therefore, organisms may be selected for how well
they can manipulate other organisms, effectively using them as
extended phenotypes of their own selfish genes. If humans
have competed with one another over reproductively relevant
resources throughout their evolutionary history, then selection
pressures may have sculpted adaptations by which humans
manipulate and deceive their reproductive rivals. In addition,
given the human capacity for non-genetic transfer of information
(i.e., culture), many cultural phenomena may display design fea-
tures indicative of their use in deceiving oneself and others.
Therefore, human genes may be selected for how well they
code for psychological programs that use cultural information
to deceive other humans. In effect, culture is part of our extended
phenotype and is an integral part of the environment to which
our genes have evolved.

Following this line of thought, we can investigate human
culture for features that enable its use during deception of
oneself and others. Organized religion and nationalism display
several exemplar features. In most ancestral contexts, religious
or political self-deception may have benefited individual
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members, but there was a risk of exploitation if some individuals
accepted the benefits of membership without paying the costs of
helping other members. In such instances, the institution in
question could have been used as a tool by which some individ-
uals manipulated others. If manipulators benefited by their
manipulation, then manipulative traits may have proliferated
throughout human populations (until the costs of manipulation
outweighed the benefits). At the same time, the cultural tools
that manipulators used to express their manipulative traits
might have been refined and passed down the generations
alongside the genetically coded, manipulative psychological pro-
grams. In this way, genes and culture depend on each other for
the evolution and expression of deceptive and self-deceptive
adaptations.

Various design features of religious and political institutions
may be indicative of their role in deception and self-deception.
As described by VH&T (sect. 5.5.2, para. 1), insecure societies
display higher rates of religious belief, because belief in God
may provide individuals with a sense of control over their
lives. Assuming that this sense of control was advantageous
for our ancestors because it enabled the manipulation of
reproductive rivals, it should then be no surprise that humans
are willing and able to accept as true certain fantastic doctrines
and dogmas. Likewise, religion and nationalism exhibit a
strength-in-numbers effect that facilitates collective self-decep-
tion. The costs of religious or political misinformation may not
offset the benefits of joining and supporting such institutions.
Therefore, the deception of individual members is made
easier by the pervasiveness of self-deception within these
institutions.

There are other features of organized religion and nationalism
that portray self-deceptive qualities. The avoidance of infor-
mation that threatens or could weaken a religious or political
institution is ubiquitous. This is seen when totalitarian regimes
limit the types of media that are available to the public, or
when religious followers avoid being exposed to competing doc-
trines or scientific facts (i.e., evolution by natural selection). If
exposed to threatening information, followers may attempt to
rationalize away whatever threat they were exposed to or be skep-
tical of this information. In this way, patriots from one nation may
doubt the veracity of a rival nation’s messages and ideas by calling
them propaganda. Likewise, creationists sometimes tie them-
selves into psychological knots in attempting to explain away
the evidence for evolution (when they do not deny or ignore
this evidence altogether).

Derogation of others and enhancement of oneself are also
common features of nationalism and religion. Some examples
of this include the American motto “one nation, under God,”
or the belief that one is a member of the “chosen people” or of
the “master race,” while dehumanizing members of other
nations or religions. Furthermore, optimism about the future is
pervasive within religious and political circles. This optimism
can lead to a self-fulfilling prophecy if one is motivated to
action by the promise of a political utopia or a heavenly paradise,
but it also can be used to manipulate members into acting against
their own interests. Likewise, such cultural modes of self-
enhancement may increase one’s confidence and lead to social
solidarity with one’s community, but they also may bring about
social conflict and war.

According to VH&T, convincing oneself that a lie is true
while knowing that it is false at some psychological level is
the most extreme form of self-deception. Religion, in particu-
lar, may use the consequent cognitive dissonance to its advan-
tage by pointing to this internal conflict as evidence of its
veracity. The constant struggles to retain one’s faith or to
remain spiritual amid the onslaught of secularism seem to be
essential features of modern Judaeo-Christian practices. In
this way, religion may be an especially useful cultural tool
by which individuals manipulate their rivals by imposing
self-deception upon them.

Deceiving ourselves about self-deception
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Abstract: Were we just the Darwinian adaptive survival/reproduction
machines von Hippel & Trivers invoke to explain us, the self-deception
problem would not only be simpler, but also nonexistent. Why would
unconscious robots bother to misinform themselves so as to misinform
others more effectively? But as we are indeed conscious rather than
unconscious robots, the problem is explaining the causal role of
consciousness itself, not just its supererogatory tendency to misinform
itself so as to misinform (or perform) better.

Von Hippel & Trivers (VH&T) are deceiving themselves – with
the help of adaptivist psychodynamics and a Darwinian Uncon-
scious. They have not proposed an adaptive function for self-
deception; they have merely clad adaptive interpersonal behav-
iour in a non-explanatory mentalistic interpretation: I can per-
suade you more convincingly that I am unafraid of you (or
better fool you into thinking that the treasure is on the right
rather than the left, where it really is) if I am unaware of – or
“forget” – my own fear (or the fact that the treasure is really on
the left rather than the right).

Sure. But then in what sense am I afraid at all (or aware where
the treasure really is)? If I feel (hence act) afraid, then you detect
it. If I don’t feel the fear (or the sinistroversive urge), then I don’t
act afraid, and you don’t detect any fear (because there is nothing
there to detect).

So in what sense am I “self-deceived”? (Ditto for left/right.) Is
it always self-deception not to feel afraid (or not to remember
that the treasure’s on the right), when I “ought to” (or used to)?

The same is true of “self-enhancement”: Yes, I am more con-
vincing to others, hence more influential on their behaviour, if I
behave as if I expect to succeed (even when I have no objective
grounds for the expectation). But in what sense am I self-
deceived? In feeling brave and confident, when I “ought to”
be feeling fearful and pessimistic? Shouldn’t organisms all
simply be behaving in such a way as to maximize their adaptive
chances?

In fact, what does what organisms feel have to do with any of
this at all (apart from the entirely unexplained fact that they do
indeed feel, that their feelings are indeed correlated with their
adaptive behaviour, and that their feelings do indeed feel
causal to them)? The feelings themselves (i.e., consciousness)
are much harder to situate in the adaptive causal explanation –
unless you believe in telekinesis (Harnad 2000)! (Hence, I feel
that VH&T have bitten off a lot more here, phenomenally, than
they can ever hope to chew, functionally.)

The treasure is the best example of all, because that is about
facts (data) rather than just feelings: Suppose I did indeed
“know” at some point that the treasure was on the left – in the
sense that if at that point I could have reached for it without
risk of being attacked by you, I would have reached for it on
the left. But, according to VH&T, it was adaptive for me to
“forget” where the treasure really was, and to believe (and
behave as if) it was on the right rather than the left, so as to
deceive you into heading off to the right so I could eventually
grab the treasure on the left and dart off with it.

But isn’t the true adaptive design problem for the Blind
Watchmaker – apart from the untouched problem of how and
why we feel at all (Harnad 1995) – a lot simpler here than we
are making it out to be (Harnad 2002)? And are we not deceiving
ourselves when we “adapt” the adaptive explanation so as to
square with our subjective experience?
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All that’s needed for adaptive cognition and behaviour is infor-
mation (i.e., data). To be able to retrieve the treasure, what I (or
rather my brain) must have is reliable data on where the treasure
really is – on the left or the right. Likewise, in order to get you to
head off toward the right, leaving the treasure to me, I need to be
able to behave exactly as if I had information to the effect that it
was on the right rather than the left (or as if I had no information
at all). Adaptive “mind-reading” (sensu Premack & Woodruff
1978), after all, is just behavioural-intention-reading and infor-
mation-possession-reading. It is not really telepathy.

Nor does it need to be. Insofar as the putative adaptive value of
self-deception in interpersonal interactions is concerned, an
adaptive behaviourist (who has foolishly – and falsely – deceived
himself into denying the existence of consciousness) could easily
explain every single one of VH&T’s examples in terms of the
adaptive value of mere deception – behavioural deception – of
other organisms.

And when it comes to true “self-deception”: do I really have to
forget where the treasure actually is to successfully convince
either you or me of something that is adaptive for me? Well,
there the only reason VH&T would seem to have a leg up
on the blinkered adaptive behaviourist is that VH&T do not
deceive themselves into denying consciousness (Harnad 2003).
But what VH&T completely fail to do is to explain (1) what
causal role consciousness (feeling) itself performs in our adaptive
success, let alone (2) what second-order causal role conscious-
ness might need to perform in the kind of peek-a-boo game indi-
vidual organisms sometimes seem to play with themselves. Both
remain just as unexplained as they were before, and the first (1) is
the harder problem, hence the one that needs to be solved first
(Harnad & Scherzer 2008).

Might self-deception rather be a form of anosognosia, where
our brains are busy making do with whatever informational and
behavioural resources they have at their disposal, with no spare
time to deceive us (inexplicably) into feeling that we’re doing
what we’re doing because we feel like it?

Apart from that, it’s simple to explain, adaptively, why people
lie, cheat, and steal (or try to overachieve, against the odds, or
avoid untoward data): It’s because it works, when it works. It is
much harder to explain why we don’t deceive, when we don’t,
than why we do, when we do. We usually distinguish between
the sociopaths, who deceive without feeling (or showing) any
qualms, and the rest of us. Have sociopaths deceived themselves
about what’s right and wrong, confusing true and false with being
whatever it takes to get what one wants, whereas the rest of us are
keeping the faith? Or are they just better method actors than the
rest of us?

Evolutionary explanations need to account
for cultural variation
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Abstract: Cultural variability in self-enhancement is far more pronounced
than the authors suggest; the sum of the evidence does not show
that East Asians self-enhance in different domains from Westerners.
Incorporating this cultural variation suggests a different way of
understanding the adaptiveness of self-enhancement: It is adaptive in
contexts where positive self-feelings and confidence are valued over
relationship harmony, but is maladaptive in contexts where relationship
harmony is prioritized.

I applaud von Hippel & Trivers (VH&T) for seeking an evol-
utionary account for a phenomenon as pervasive and intriguing
as self-deception. They have made a compelling case for the
adaptiveness of self-deception in certain contexts; however, it
would be more persuasive if they had taken seriously the
problem of cultural variability in self-enhancement.

In offering a compelling evolutionary account for any phenom-
enon, it is critical to consider evidence from a broad enough array
of contexts to allow for confident generalizations. Nearly all of the
empirical citations from this article derive from what we call
WEIRD (Western, educated, industrialized, rich, democratic)
samples (Henrich et al. 2010). This would not be so problematic
if the data from such samples yielded a similar pattern to that from
other samples, but they do not; this is particularly the case for self-
enhancement (Heine et al. 1999; Mezulis et al. 2004).

VH&T claim that self-enhancement emerges “in every culture
on earth” (sect. 8, para. 6). However, these claims stand in stark
conflict with the cross-cultural evidence. A meta-analysis of
cross-cultural studies of self-enhancement (Heine & Hamamura
2007), yielded a pronounced effect for Westerners (d ¼ 0.87),
and a non-existent effect for East Asians (d ¼ 20.01). Cultural
differences emerged for 30 of the 31 different methods, with
the one exception being the self-esteem IAT (Implicit Associ-
ation Test) measure (Greenwald & Farnham 2000). It remains
unclear what the self-esteem IAT assesses, given that it has the
least validity evidence of any of the IAT measures (Hofmann
et al. 2005), and it does not correlate reliably with other implicit
or explicit measures of self-esteem or external validity criteria
(Bosson et al. 2000; Buhrmester et al., in press; Falk et al.
2009). Further, studies of self-enhancement that employ
hidden behavioral measures find equally pronounced cultural
differences as those with explicit measures (Heine et al. 2000;
2001), indicating that these differences extend to people’s true
beliefs. The only studies that reliably yield self-enhancement
among East Asians employ the better-than-average-effect (BTAE)
method (average d values are 1.31 and 0.38 for Westerners and
East Asians, respectively; Heine & Hamamura 2007). However,
as VH&T acknowledge in their citation of Chambers and Wind-
schitl (2004), the BTAE incorporates a few cognitive biases,
which results in exaggerated estimates of self-enhancement
(Klar & Giladi 1997; Krizan & Suls 2008; Kruger 1999). The
effects are inflated for both cultures by a magnitude of approxi-
mately d ¼ 0.60 (Heine & Hamamura 2007).

VH&T note that “even East Asians, who value humility and
harmony over individualistic self-aggrandizement, show self-
enhancement in their claims of the superiority of their collectivist
qualities,” (sect. 3, para. 3), and they cite two articles by Sedikides
et al. (2003; 2005). In those articles, Sedikides et al. argue that
self-enhancing motivations are universal but expressed differ-
ently: Westerners enhance themselves in domains that are
important to them (e.g., individualism), while East Asians
enhance themselves in domains that are important to them
(e.g., collectivism). The evidence for this from those articles
derives from the BTAE method. The other 11 methods that
have addressed this identical question (i.e., the false-uniqueness
bias, actual-ideal self-discrepancies, manipulations of success and
failure, situation sampling, self-peer biases, relative-likelihood
and absolute-likelihood optimism biases, open-ended self-
descriptions, automatic self-evaluations, social relations model,
and a corrected BTAE) all yield an opposite pattern of results:
East Asians do not self-enhance more in domains that are
especially important to them (Falk et al. 2009; Hamamura
et al. 2007; Heine 2005b; Ross et al. 2005; Su & Oishi 2010). A
meta-analysis including all of the published studies on this
topic finds no support for the claim that East Asians self-
enhance more in important domains (r ¼ 20.01), although Wes-
terners do (r ¼ 0.18; Heine et al. 2007a; 2007b). The meta-ana-
lyses by Sedikides et al. (2005; 2007) find different results
because they excluded most of the studies that yielded contrary
findings. Further, the evidence that East Asians enhance in
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collectivistic/important domains using the BTAE appears to be
specifically the product of methodological artifacts of this
measure (Hamamura et al. 2007). In sum, contrary to VH&T’s
claims, the evidence does not support the universality for self-
enhancement or that East Asians self-enhance in particular
domains. If instead of considering data almost exclusively from
WEIRD samples, they had instead only considered East Asian
data, VH&T would not have proposed their evolutionary
account for self-enhancement; there would not have been any
self-enhancement effect in need of an explanation.

Given this cross-cultural variability, how might we consider
how self-enhancement evolved? Like VH&T, I think it is impor-
tant to consider the costs and benefits of self-enhancement.
Benefits of self-enhancement include positive self-feelings and
confidence (Taylor & Armor 1996; Taylor & Brown 1988). It
feels good to self-enhance, and it leads people to expect that
they will do well on future tasks, and these relations appear to
hold across cultures (Heine 2005a). On the other hand, a cost
of self-enhancement is that it can strain interpersonal relations;
self-enhancers risk attracting the scorn of others (Colvin et al.
1995; Exline & Lobel 1999; Paulhus 1998; Vohs & Heatherton
2001). People are often alienated by self-enhancers, especially
over long-term relationships (Robins & Beer 2001). Likewise,
positive self-presentations can lead to less liking by others
(Godfrey et al. 1986; Tice et al. 1995).

This analysis suggests that in cultural contexts where people
value positive feelings and self-confidence, yet are not overly
concerned about maintaining harmonious relationships, self-
enhancement is more adaptive. In contrast, in cultures where
positive feelings and self-confidence are valued less, but the
maintenance of smooth interpersonal relationships is prioritized,
self-criticism and a concern for face is more adaptive. Compared
with Westerners, East Asians are not as concerned about positive
self-feelings (Suh et al. 1998), and they often perform better
when they lack confidence (Heine et al. 2001; Oishi & Diener
2003; Peters & Williams 2006). Further, much research reveals
a greater concern among East Asians about relationship harmony
(Markus & Kitayama 1991).

In sum, a compelling account of the adaptiveness of self-
enhancement needs to account for why cultures differ in their
tendencies to self-enhance. The existence of cultural variation
in self-enhancement can help to elucidate the contexts in
which self-enhancement should be most adaptive.

The selfish goal: Self-deception occurs
naturally from autonomous goal operation
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Abstract: Self-deception may be a natural consequence of active goal
operation instead of an adaptation for negotiating the social world. We
argue that because autonomous goal programs likely drove human
judgment and behavior prior to evolution of a central executive or
“self,” these goal programs can operate independently to attain their
desired end states and thereby produce outcomes that “deceive” the
individual.

We agree with von Hippel & Trivers (VH&T) that motivation
plays a key role in self-deception. There are reasons to believe,
however, that self-deception is part and parcel of normal goal
operation, instead of constituting a specific adaptation for nego-
tiating the social world. To support this argument, we discuss
the selfish goal model of behavior (Bargh & Huang 2009),

which holds that human judgment and behavior were driven
(unconsciously) by goal pursuit programs prior to the evolution
of a central executive self. Next, we review research suggesting
that all goals – even conscious ones – maintain this ability to
operate autonomously and thus are capable of producing effects
that appear, on the surface, to “deceive” the individual self.

Evolutionary theorists have argued that consciousness and
strategic, intentional mental processes were relatively late arri-
vals in human evolutionary history (e.g., Corballis 2007; Donald
1991). If so, then another, unconscious, system must have
directed hominid behavior in adaptive ways prior to the evolution
of consciousness.

Indeed, evolutionary biologists and psychologists view motiv-
ations as the crucial link between genetic influences and adaptive
behavior (Dawkins 1976; Tooby & Cosmides 1992). Because of
constantly changing and shifting environmental conditions,
coupled with the very slow rate of genetic change, direct genetic
controls over behavior tend to be inflexible and unable to
adapt quickly enough to changes in the environment. Genes
program the individual with generally adaptive motivations,
which are translated as “goal programs” within the nervous
system (Mayr 1976).

These goals had to guide the individual toward evolutionarily
adaptive outcomes in the local environment without the guidance
of an executive self – in other words, they must have been
capable of autonomous operation. When conscious goal-pursuit
processes then came on-line, they likely took advantage (made
use) of the already-existing autonomous goal structures (Bargh
& Morsella 2008). As a consequence, conscious goals retain
some features of nonconscious goal pursuits, including the
capability to operate independently from the “self” or central
executive. Thus, we argue, any goal pursuit, conscious or uncon-
scious, operates autonomously to an extent and can thus produce
effects that can be considered “deceptive” from the perspective
of the self.

How do goals operate independently from individual guidance
while still prodding that individual to achieve the goal’s end
state? Research suggests that both conscious and nonconscious
goals, once active, exert temporary downstream effects upon
the individual’s information processing and behaviors in ways
that facilitate successful pursuit of that goal. An active goal’s
systematic influence can be considered “selfish” because it is
geared toward attaining its desired end state, regardless of
whether the consequences of goal pursuit (e.g., temporary
valuation of stimuli) are consistent with the values of the stable
self-concept. For instance, participants perceive goal-facilitating
stimuli as bigger (Veltkamp et al. 2008), closer (Balcetis &
Dunning 2010), and more likable (Ferguson 2008) when that
goal is active than when it is not. These influences can be con-
sidered deceptive because as perceptions of reality, they are
shifted in inconsistent, sometimes inaccurate ways.

Because they also operate autonomously (once intentionally
activated), even consciously pursued goals can produce effects
which deceive the individual. Bargh, Green, and Fitzsimons
(2008) tested the hypothesis that all goal pursuits, conscious and
unconscious alike, operate autonomously and so can produce con-
sequences unwanted at the level of the self. In their experiments,
participants watched a videotape of two people in an office with
the explicit, conscious goal of evaluating one of the people for a
job. Some participants were told the job in question was a restau-
rant waiter; others were told it was a newspaper crime reporter
position. During the interview, the two conversation partners
were interrupted by a person who behaved in either a rude and
aggressive or a polite and deferential manner.

Note that the desired personality characteristics of a waiter
and a crime reporter are mirror opposites: The ideal crime repor-
ter is tough and aggressive, whereas the ideal waiter is polite and
deferential. After viewing the video, participants were asked
how much they liked not the job candidate (on whom they had
been consciously focused), but this interrupter. Unsurprisingly,
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participants in the control and the waiter-job conditions liked the
polite interrupter more than the rude interrupter. However, par-
ticipants in the reporter-goal condition (for whom rudeness and
aggressiveness are desired traits) liked the rude interrupter more
than the polite interrupter. Because the interrupter’s traits
matched the desired qualities of the currently active goal, he
was evaluated positively by people prepared to evaluate a
crime reporter – though as the control condition indicates, he
would not have been liked at all in the absence of this active
goal. Thus, even consciously pursued goals can lead to self-
deception by producing effects contrary to the individual’s (i.e.,
self’s) preferences.

Moreover, both conscious and unconscious goal pursuits can
turn off, independently from self-direction or awareness, thus
producing potentially self-deceptive effects. When a goal is com-
pleted it temporarily deactivates, inhibiting the mental represen-
tations involved in the pursuit of that goal (Förster et al. 2005).
The goal’s downstream influence on the person’s cognition and
behavior evaporates, now allowing the production of behavior
that is inconsistent with previous actions. For example, partici-
pants given the opportunity to disagree with blatantly sexist
remarks were ironically more likely afterward to recommend a
man for a stereotypically male job than if they had not had the
counterarguing opportunity (Monin & Miller 2001). Similarly,
when supporters of then-candidate Barack Obama were given a
chance to express that support, afterwards they were counterin-
tuitively more likely to rate a job opening as more suitable for
Whites than for Blacks (Effron et al. 2009). In these studies,
successfully asserting egalitarian values temporarily completed
participants’ self-valued goals to appear egalitarian; this goal
completion caused the production of behaviors counter to the
participants’ self-professed values – in other words, it produced
self-deception at the behavioral level.

Instead of evolving to facilitate the deception of others, self-
deception may be a natural consequence of the autonomous
goal operation that characterized our pre-conscious past. Goal
structures predated the evolution of a central self and so must
have operated autonomously to guide the individual toward
their specific desired end states. Research suggests they continue
to do so today.

It takes a thief to catch a thief
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Abstract: Von Hippel & Trivers (VH&T) dismiss in a couple of pages the
possible costs of self-deception. But there is a downside to self-deception
that they do not consider. This is the loss of psychological insight into
deceit by others that blindness to deceit by oneself is likely to entail.

In discussing the various strategies by which people may be able
to pull the wool over their own eyes, Von Hippel & Trivers
(VH&T) acknowledge implicitly that the default mode is self-
knowing rather than self-deception. That is to say, other things
being equal, people have a remarkable degree of insight into
their own behavior and have to take active steps to avoid this if
and when it does not suit them. There are good reasons why it
should be so. Self-awareness brings substantial benefits. Not
least, as I have argued, self-awareness underlies people’s ability
to develop a theory of human mind. Just to the extent that
people know from the inside how they themselves truly felt
and thought in a given situation, they can imagine what the
same situation will be like for someone else – and so will be

able to simulate how others are likely to behave. It is precisely
the evolved capacity for conscious insight – veridical insight –
that has allowed human beings to become what I have called
“natural psychologists,” with an unparalleled ability to predict
and manipulate the behavior of other members of their species
(Humphrey 1978).

However, if this is so, it clearly makes difficulties for VH&T’s –
otherwise convincing – theory that there are situations where it
is better for an individual to be blind to the psychological
reality; or, at any rate, it means VH&T are seeing only half of
the picture. Given that in general self-knowing brings with it a
greater understanding of others, the corollary has to be that
self-deception brings about lesser understanding. In particular,
if and when someone fails to recognize that he himself has
behaved in a mendacious way, he is less likely to recognize the
mendacity of others. Thus, although it may well be the case
that people who deceive themselves when they cheat are
less likely to be caught, such people are also more likely to be
duped by others. As I remarked in my book Consciousness
Regained, “It takes a thief to catch a thief and an intimate of
his own consciousness to catch the intimations of consciousness
in others” (Humphrey 1983, p. 63).

Evidence that this is in fact how things play out has been pro-
vided by Surbey (2004). In a study with Rankin, Surbey gave sub-
jects a self-deception questionnaire and also a personality test to
assess Machiavellianism – the ability to get the better of others
through psychological manipulation. It turned out that people
with strong Machiavellian tendencies got low scores on the
self-deception test. “They’re more consciously aware of selfish
motivations than others,” Surbey is quoted as saying, “and
they’re projecting their selfish motivations on others.” (Motluk
2001).

VH&T’s theory would predict that self-deception – having little
downside – should be a universal human trait. However, Surbey
and Rankin found big individual differences, with some people
being highly self-deceptive and others hardly at all. But this is
just what we should expect if self-deception does have this down-
side, that is, if it makes people better thieves but poorer detectives.
For this means there will have been balancing selection in the
course of human evolution. Assuming that self-deceivers will
have won out when few people suspected deceit, but suspicion
will have won out when most people were self-deceivers, selection
will have resulted in a mix of strategies in the human population –
a classic balance between doves and hawks.

Choice blindness and the non-unitary nature
of the human mind
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Abstract: Experiments on choice blindness support von Hippel &
Trivers’s (VH&T’s) conception of the mind as fundamentally divided,
but they also highlight a problem for VH&T’s idea of non-conscious
self-deception: If I try to trick you into believing that I have a certain
preference, and the best way is to also trick myself, I might actually
end up having that preference, at all levels of processing.

The classic paradox of self-deception is how the self can be both
deceiver and deceived. Von Hippel & Trivers (VH&T) solve this
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conundrum by appealing to the separation of implicit and explicit
processes in the mind; I cannot knowingly deceive myself, but the
non-conscious part of my mind can “deceive” me by pursuing
goals that are contradictory to my consciously stated ambitions.
VH&T identify and draw support from three different areas
of research: explicit versus implicit memory, explicit versus
implicit attitudes, and controlled versus automatic processes.
None of these processes are inherently self-deceptive. Instead,
as VH&T write: “These mental dualisms do not themselves
involve self-deception, but each of them plays an important
role in enabling self-deception” (sect. 4, para. 1).

We suggest adding a fourth set of related studies: work on
choice blindness – that is, the failure to detect mismatches
between a choice made and the outcome received (Johansson
et al., 2005). Choice blindness is an experimental paradigm
inspired by techniques from the domain of close-up card
magic, which permits a surreptitious manipulation of the
relationship between choice and outcome that the participants
experience. The participants in Johansson et al. (2005) were
asked to choose which of two pair-wise presented faces they
found most attractive. Immediately after, they were also asked
to describe the reasons for their choice. Unknown to the partici-
pants, on certain trials, a double-card ploy was used to covertly
exchange one face for the other. Thus, on these trials, the
outcome of the choice became the opposite of what they
intended. Remarkably, in the great majority of trials, the partici-
pants were blind to the mismatch between choice and outcome,
while nevertheless being able to offer elaborate reasons for their
choices. The two classes of reports were analysed on a number of
different dimensions, such as the level of effort, emotionality,
specificity, and certainty expressed, but no substantial differences
between manipulated and non-manipulated reports were found
(Johansson et al. 2006). The lack of differentiation between
reasons given for an actual and a manipulated choice shows
that there is probably an element of confabulation in “truthful”
reporting as well. In addition to faces and abstract patterns
(Hall & Johansson 2008), choice blindness has been demon-
strated for taste and smell (Hall et al. 2010 in press), as well as
for moral and political opinion (Hall et al., in preparation).

Experiments on choice blindness support VH&T by providing
a dramatic example of the non-unitary nature of the mind; we
may have far less access to the reasons for our actions than we
think we do. But experiments on choice blindness also highlight
a possible problem lurking in VH&T’s conception of self-decep-
tion. Is it really possible to maintain two separate sets of con-
scious and non-conscious goals as a technique to deceive
oneself in order to better deceive someone else? For example,
in one version of the experiment described earlier, the partici-
pants had to choose between the same pairs of faces a second
time, as well as separately rate all the faces at the end of the
experiment. This procedure revealed that the manipulation
induced a pronounced, but to the participants unknown, prefer-
ence change, because they came to prefer the originally non-pre-
ferred face in subsequent choices, as well as rate the face they
were led to believe they liked higher than the one they thought
they rejected (Hall et al., in preparation). This result is of
course in line with a long tradition of studies showing the con-
structive nature of preferences, i.e. that we come to like what
we think we like (see Ariely & Norton 2008; Bem 1967; Festinger
1957; Lichtenstein & Slovic 2006).

The crucial point is that if it is possible to get people to reverse
their initial preferences by making them publicly endorse an
outcome they believe they prefer, then using self-deception as
a means to deceive others might result in fundamental changes
to the self as well. If I try to trick you into believing that I
prefer a over b, and the best way to do that is to also trick
myself into believing that I prefer a over b, I might actually
end up preferring a over b, at all levels of processing. In such a
case, it would be the conscious parts of the self that makes
the unconscious parts change, and in a process more akin to

self-persuasion than self-deception. The apparent ease with
which the participants in choice blindness experiments confabu-
late reasons in favor of a previously rejected alternative indicates
that this form of self-persuasion is something that comes quite
naturally to us.

A single self-deceived or several subselves
divided?
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Abstract: Would we lie to ourselves? We don’t need to. Rather than a single
self equipped with a few bivariate processes, the mind is composed of a
dissociated aggregation of subselves processing qualitatively different
information relevant to different adaptive problems. Each subself
selectively processes the information coming in to the brain as well as
information previously stored in the brain.

Von Hippel and Trivers (VH&T) drive home a point psycholo-
gists often miss – a functional explanation cannot begin and
end inside a person’s head – people do not strive to “feel good”
for its own sake, they feel good when they act in ways that, on
average, increased their ancestors’ chances of survival and
reproduction. VH&T’s target article underscores the theoretical
functions of interdisciplinary work – broadening the significance
of a generation of experimental studies (previously interpreted as
a random array of apparently senseless information processing
biases) while simultaneously grounding the fuzzy philosophical
problem of self-deception in solid empirical findings. But their
view raises two questions for us: First, is there really a “self” to
be deceived? Second, are we really talking about “deception”
or simply division of labor between mental modules?

VH&T do not go far enough in applying recent views of
modularity. They focus on bivariate cognitive processes such as
implicit versus explicit memory. But from an adaptationist
perspective, important cognitive subdivisions cut along lines
of content rather than process – different adaptive problems
require qualitatively different sets of decision mechanisms.
How a person’s brain crunches information depends critically
on whether he or she is thinking about attracting a mate, avoiding
a fistfight, seeking status, making a friend, or caring for a child.
Understanding those differences requires us to think about
content and to think about divisions larger than two.

Thinking about the mind as composed of several motivational
subselves, each dealing with different classes of problem content,
has already begun to build bridges between research on social
cognition and ideas in evolutionary biology, as well as generating
a host of novel empirical findings (e.g., Kenrick et al. 2010). For
example, people in whom a self-protective motive is activated are
more likely to remember angry faces, especially on male
members of out-groups (who are otherwise homogenized in
memory; Ackerman et al. 2006) and to encode a neutral facial
expression as anger (but only when it is expressed by an out-
group male; Maner et al. 2005). Consistent with Trivers’s
classic theories about parental investment and sexual selection,
males (but not females) in a mating frame of mind are more
likely to interpret an attractive females’ facial expression as
expressing sexual interest, and mating-conscious males are
likely to think more creatively and independently and to con-
spicuously display in other ways (Griskevicius et al. 2006;
Maner et al. 2005; Sundie et al., in press).
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In a brilliant article in the inaugural edition of Personality and
Social Psychology Review, titled “Subselves,” Martindale (1980)
described how mental dissociations could be understood in rigor-
ous cognitive terms. Building on cognitive concepts such as
lateral inhibition and state dependent memory, Martindale
described how the brain accomplishes parallel processing
without attentional overload. Only a small portion of the infor-
mation available to the brain can be consciously processed at
any given time, requiring mechanisms for suppressing most of
what is going on up there. At the level of single neurons, there
is lateral inhibition; at the level of the whole functioning brain,
Martindale proposed that we have different subselves – execu-
tive systems with preferential access to different memories and
different action programs. Because it is simply impossible to
have conscious access to all our memories, attitudes, and
ongoing experiences, an implication of Martindale’s analysis is
that we are all, in a sense, dissociative personalities.

My colleagues and I have linked Martindale’s analysis with the
idea of functional modularity to propose a set of fundamental moti-
vational systems – each of which serves functional priorities by
linking different affective and motor programs to adaptively rel-
evant environmental events. These functional motivation systems
can lead to biased information processing that spans many of the
“varieties of self-deception” proposed by VH&T. For example,
men and women both selectively search for attractive members
of the opposite sex, but later, uncommitted men and committed
women misremember a greater frequency of attractive women
(Maner et al. 2003). When looking at pictures of disfigured and
healthy others, people selectively attend to photographs of disfig-
ured others, but later confuse them with one another and do not
remember them very well – a disjunction between attention and
memory that may be functional because disfigurement (unlike
an angry facial expression) is an invariant threat cue – it will still
be there next time you encounter the person (Ackerman et al.
2009). In addition to biases in attention and memory, people
may be biased to interpret neutral expressions on goal-relevant
social targets in functional ways. In one set of experiments, activat-
ing a mate search goal led men to selectively perceive sexual
arousal in the neutral expressions of attractive members of the
opposite sex, whereas activating a self-protection goal led men
and women to selectively perceive anger in the neutral expressions
of out-group males (Maner et al. 2005). Taken together, these find-
ings reveal the importance of examining functional motivation
systems and goal-relevant content, especially when considering
biased information processing.

Thinking about cognitive-processing limitations and adaptive
motivational systems demystifies the concept of self-deception.
At the acquisition phase, we gather what is important to the cur-
rently active subself and discard what is not. At the encoding
phase, we label what is important to the currently important
subself and ignore what is not. When later dipping back into
those memory bins, we ignore most of what is in there, and dig
out what is functionally relevant to the currently active subself,
to deal with the functional problem that is currently most
salient. It’s not deception, just selectivity.

The weightless hat: Is self-deception optimal?
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Abstract: There are problems with the thesis of von Hippel & Trivers
(VH&T): (1) It entails that self-deception arises from interpersonal

deception – which may not be true; (2) it entails that self-deception is
optimal – which is not necessarily so; and (3) it entails that interpersonal
deception is optimum – which may not be true.

Von Hippel & Trivers (VH&T) argue that self-deception arises
from interpersonal deception: Agents deceive themselves as a
tactic in order to suppress the biological cues that may betray
them when they deceive others. If so, self-deception is optimal.
As VH&T’s corollary 1 states, by deceiving themselves, agents
are able to “avoid” the cognitive costs of “consciously mediated
deception.” As corollary 2 states, “by deceiving themselves,
people can reduce retribution if their deception of others is
discovered.”

I find five problems with the thesis:

1. The thesis implies that interpersonal deception necessarily
precedes self-deception, in the logical sense. So, Robinson
Crusoe does not resort to self-deception. Or, if he does, it must
be a leftover trait given that his social past is not too far back.
However, from casual empiricism, many acts of self-deception
do not involve or entail society (Khalil, submitted). In the insight-
ful Aesop’s fable of the fox and sour grapes, there is no society.
Agents simply go to enormous effort of “face saving” in order
to look good to themselves – i.e., where no other humans are
involved. One who makes a commitment to avoid, for example,
eating chocolate cake, but succumbs to the temptation of
eating a chocolate cake while on a visit to a foreign country,
may say to himself: “I was not thinking – I was too absorbed
watching the scenery.”

2. If self-deception is optimum, why would societies develop
religious rules and encourage ethics of integrity, and why would
even individuals appeal to their “conscience” and enact general
rules in order to avoid and detect self-deception? Actually, the
phenomenon of general rules – for example, one should not eat
chocolate cake – has puzzled Adam Smith (1759/1982, pp.
156–61) who asked why individuals living independently of
societies, such as Robinson Crusoe, would seek and want
general rules? Smith (see Khalil 2009) argued that agents can
easily fall prey to self-deception (what he calls “self-deceit”).
Smith observed that people often undertake the wrong (i.e., sub-
optimal) actions, when they “honestly” think they are following
moral rules (Khalil 2010). The impartial spectator (one who
resides in one’s “breast,” in Smith’s words, and decides what the
correct action is) might become partial – without the full aware-
ness of the agent. That is, one can eat chocolate cake without
one noticing that one is doing something wrong. This could be
the case because one can come under the influence of the
moment, such as listening to a speech, reading a book, and so
on. Such self-serving bias is long known in the literature (e.g.,
Rosenhan & Messick 1966; Babcock & Loewenstein 1997).
Agents, in turn, according to Smith, resort to self-deception to
cover up their mistakes, that is, their suboptimal actions. In this
sense, the deception of others, which the agent is trying to cover,
is already suboptimal – given that the retaliation of the other
would offset any expected benefit from cheating the other.

Smith proceeded to argue that agents, to check their tendency to
fall victim to a partial spectator and hence hurt themselves, erect
general rules that express the opinion of the impartial spectator.
Smith’s “general rules” act as what economists call “precommit-
ments” or “self-control” (see Khalil 2010). Examples of precommit-
ments include checking oneself into a weight-loss spa to lose
weight, avoiding bars if one wants to avoid drinking, and burning
the bridges of retreat to prevent troops from running away in the
face of an upcoming battle. But there is one minor difference:
While precommitments are enacted to avoid temptations, Smith’s
general rules are enacted to avoid self-deception.

If this analysis is granted, self-deception is suboptimal because
the action that the agent tries to cover up is, to start with,
suboptimal.

3. For self-deception to be an optimum tactic, interpersonal
deception must, to start with, be optimum. But why should
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we suppose that interpersonal deception is optimum? For
example, if interpersonal deception can cost the person some
“conscience agony,” and the agent decides that the benefit
from cheating friends is not worth it, then cheating will be sub-
optimal. If so, self-deception is not only suboptimal, but also a
“bad,” that is, a negative good because it obstructs the agent
from seeing the suboptimal decision.

4. Corollary 1 states that agents want to avoid the cognitive
cost of deception and hence resort to self-deception. But self-
deception can be very costly, where agents reinvent the past,
keep telling the fiction to themselves, and suppress other ver-
sions, sometimes with violence. Even when self-deception is
costlier than frank deception, agents might still resort to self-
deception – and hence would be irrational. This would be con-
trary to VH&T’s thesis. But if agents avoided self-deception in
such a case, they would be rational. That is, they would only
resort to self-deception when the cognitive cost of self-deception
was lower than the cognitive cost of frank deception. If agents did
such calculation, even unconsciously, the phenomenon of self-
deception would not exist – and hence the raison d’être of the
target article does not exist.

5. Corollary 2 states that agents resort to self-deception
because they can “play dumb” and reduce the intensity of retri-
bution. But from casual empiricism, if an embezzler or a poli-
tician apologizes, that is, “comes out clean,” public scorn will
be much less. In fact, the legal system of all countries and cultural
norms in all societies give lenient punishment to people who
express remorse and admit guilt.

If self-deception were a weightless hat – which everyone
one can see while the person who wears it cannot – it could
not be optimal. It would always be better to carry a mirror at
all times, that is, a conscience or the “man within the breast” to
use the expression of Adam Smith (1759/1982, p. 130), in
order to undertake ruthless self-examination rather than face
retribution by injured others.

Belief in God and in strong government as
accidental cognitive by-products
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Abstract: Von Hippel & Trivers (VH&T) interpret belief in God and
belief in strong government as the outcome of an active process of self-
deception on a worldwide scale. We propose, instead, that these beliefs
might simply be a passive spin-off of efficient cognitive processes.

Von Hippel & Trivers (VH&T) define self-deception as a collection
of biases that prioritize welcome over unwelcome information.
They argue that self-deception is an active process (biased infor-
mation searching, misinterpreting, misremembering, rationalizing,
convincing oneself that a lie is true) that is related to individual
motivations and goals and serves to facilitate deception of others.
They further claim that differences between countries in both
belief in God and belief in strong government suggest “self-decep-
tion on a worldwide scale.” We propose that rather than reflecting
motivations and goals, these beliefs may ensue automatically from
efficient memory, attentional, and cognitive processes.

Subjects attempting to produce random sequences avoid rep-
etitions too much. The reason is that repetitions look meaningful
and thus unlikely to arise by chance. It is difficult to see why
people should deceive themselves in a task so simple and so unre-
lated to their specific interests. Yet, repetition avoidance turns

out to predict belief in extrasensory perception (Bressan 2002;
Brugger et al. 1995).

We have presented a theory that such a “meaningfulness
belief”, rather than resulting from self-deception, can emerge
as a side effect of schema-based processing of the stimulus
(Bressan et al. 2008). A schema is an abstract memory represen-
tation built up by concrete past experience (Bartlett 1932;
Rumelhart 1984). Schemata include constants for those charac-
teristics of the stimulus that do not change over time, variables
for those that do, and constraints that encode regularities of
changes. The better a stimulus fits an existing schema, the
more it activates this schema. When a schema is activated,
those aspects of the stimulus that tend to remain constant are
simply retrieved from memory, leaving more resources available
to process the aspects that vary. Schemata, thus, speed up the
processing of stimuli and render it more efficient (Bartlett
1932; Minsky 1975; Shank & Abelson 1977).

If a stimulus fits a schema in many but not all respects, then the
schema is activated but also violated. In this case, the stimulus
captures attention and does so in proportion to the schema’s
strength (Horstmann 2002; Meyer et al. 1991). Schemata can
be seen as expectations or beliefs. Whereas each of us can enter-
tain both strong, unchangeable beliefs and weak, flexible ones,
different individuals are likely to be differently inclined to main-
tain strong or weak beliefs. As a measure of schema strength,
attentional capture may thus predict the degree of a tendency
to maintain either strong or weak beliefs in general.

To test this hypothesis, we performed (Bressan et al. 2008) one
of the simple reaction-time experiments of Niepel et al. (1994).
Our subjects were to press, as fast as possible, one key if a dot
appeared above two words and another if the dot appeared
below them. After 32 similar trials, known to establish a strong
schema, the 33rd trial presented one of the words in black on
white, rather than in the usual white on black. This schema-vio-
lating event captured attention, and we found that the attentional
capture correlated with the belief that coincidences have
meaning. In other words, schema strength (as measured by atten-
tional capture) correlated with meaningfulness belief.

Schemata provide order and, by relating present to past events,
also meaning. Schemata that are too strong provide too much
order and meaning, to the point that even coincidences can be
considered nonaccidental. Belief in a controlling God provides
meaning where it might be lacking, too. Consistent with this
idea, we found that meaningfulness belief was indeed highly cor-
related with religious belief. Thus, belief in God and belief in
extrasensory perception might be incidental products of efficient
memory and attentional processes and need not result from self-
deception.

VH&T cite evidence that people led to feel low levels of
control are more likely to see illusory patterns in random con-
figurations and to endorse conspiracy theories than people who
are self-affirmed. We contend that, rather than implicating
self-deception among the former group, the illusions and conspi-
racy beliefs could simply result from reduced motivation to
perform an accurate analysis of the true state of affairs. Those
who are likely to gain control over a situation may benefit from
efforts to assess that situation well. Those who are unlikely to
gain that control may be better off saving themselves the
trouble. Because the employment of schemata saves effort at
the expense of accuracy, the illusions and conspiracy beliefs
could be a by-product of activated schemata and need not
result from self-deception.

Like religious belief, political preferences associated with
belief in strong government can be predicted on the basis of
performance in a simple discrimination experiment. Amodio
et al. (2007) asked subjects to respond, as fast as possible, upon
seeing an M and withhold their response upon seeing a W, a
task that – we believe – is unlikely to involve self-deception.
The M was presented much more frequently than the W. The
strength of the expectation (the schema) that, after many Ms,
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the next trial would also show an M differed from person to
person. Amodio et al. found that this variation was systematic
and that liberals were better able to withhold their response to
a W than conservatives. As conservatives tend to believe in
strong government, the latter belief too appears to be related
to the efficient processing of stimuli via schemata and need not
result from self-deception.

The likely evolution of self-deception is, indeed, at odds with
the naı̈ve, conventional view that “natural selection favors
nervous systems which produce ever more accurate images of
the world.” Also at odds with this view is the even more likely
evolution of an adaptive system that creates and maintains cogni-
tive schemata, whose by-product is the inclination to ascribe
order and meaning to the world even when it has neither. To
explain belief in God and belief in strong government, it may
not be necessary to assume that self-deception is involved; assum-
ing mental efficiency via the use of schemata might, by itself, be
enough.
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Abstract: While the idea that being wrong can be strategically
advantageous in the context of social strategy is sound, the idea that
there is a “self” to be deceived might not be. The modular view of the
mind finesses this difficulty and is useful – perhaps necessary – for
discussing the phenomena currently grouped under the term “self-
deception.”

I agree with a key argument in the target article, that the
phenomena discussed under the rubric of “self-deception” are
best understood as strategic (Kurzban, in press; Kurzban &
Aktipis 2006; 2007). For a social species like humans, represen-
tations can play roles not just in guiding behavior, but also in
manipulating others (Dawkins & Krebs 1978). If, for example,
incorrect representations in my head (about, e.g., my own
traits) will contribute to generating representations in your
head that I am a valuable social partner, then selection can
act to bring about mechanisms that generate such incorrect
representations, even if these representations are not the best
estimate of what is true (Churchland 1987).

This is an important idea because generating true represen-
tations has frequently been viewed as the key – indeed only –
job of cognition (Fodor 2000; Pears 1985). True beliefs are
obviously useful for guiding adaptive behavior, so claims that
evolved computational mechanisms are designed to be anything
other than as accurate as possible requires a powerful argument
(McKay & Dennett 2009). Indeed, in the context of mechanisms
designed around individual decision-making problems in which
nature alone determines one’s payoff, mechanisms designed to
maximize expected value should be expected because the relent-
less calculus of decision theory punishes any other design (Kurzban
& Christner, in press). However, when manipulation is possible
and a false belief can influence others, these social benefits can
offset the costs, if any, of false beliefs.

Despite my broad agreement with these arguments, I have
deep worries about the implicit ontological commitments lurking
behind constructions that animate the discussion in the target
article, such as “deceiving the self, “convincing the self,” or
“telling the self.” Because I, among others, do not think there is
a plausible referent for “the self” used in this way (Dennett
1981; Humphrey & Dennett 1998; Kurzban, in press; Kurzban
& Aktipis 2007; Rorty 1985), my concern is that referring to the
self at best is mistaken and at worst reifies a Cartesian dualist
ontology. That is, when “the self” is being convinced, what, pre-
cisely, is doing the convincing and what, precisely, is being con-
vinced? Talk about whatever it is that is being deceived (or
“controlled,” for that matter; Wegner 2005) comes perilously
close to dualism, with a homuncular “self” being the thing that is
being deceived (Kurzban, in press).

So, the first task for self-deception researchers is to purge dis-
cussions of the “self” and discuss these issues without using this
term. Modularity, the idea that the mind consists of a large
number of functionally specialized mechanisms (Tooby & Cos-
mides 1992) that can be isolated from one another (Barrett
2005; Fodor 1983), does exactly this and grants indispensable
clarity. For this reason, modularity ought to play a prominent
role in any discussion of the phenomena grouped under the
rubric of self-deception. Modularity allows a much more coher-
ent way to talk about self-deception and positive illusions that
finesses the ontological difficulty.

Consider the modular construal of two different types of
self-deception. In the context of so-called “positive illusions”
(Taylor 1989), suppose that representations contained in certain
modules – but not others – “leak” into the social world. For
such modules, the benefits of being correct – that is, having the
most accurate possible representation of what is true in these
modules – must be balanced against the benefits of persuasion
(sect. 9). If representations that contain information about one’s
traits and likely future will be consumed by others, then errors
in the direction that is favorable might be advantageous, offsetting
the costs of error. For this reason, such representations are best
understood not as illusions but as cases in which some very specific
subset of modules that have important effects on the social world
are designed to be strategically wrong, – that is, they generate rep-
resentations that are not the best estimate of what is true, but what
is valuable in the context of social games, especially persuasion.

Next, consider cases in which two mutually inconsistent rep-
resentations coexist within the same head. On the modular
view, the presence of mutually inconsistent representations pre-
sents no difficulties as a result of informational encapsulation
(Barrett & Kurzban 2006). If one modular system guides action,
then the most accurate representations possible should be
expected to be retained in such systems. If another modular
system interacts with the social world, then representations that
will be advantageous if consumed by others should be stored
there. These representations might, of course, be about the very
same thing but differ in their content. As Pinker (1997) put it,
“the truth is useful, so it should be registered somewhere in the
mind, walled off from the parts that interact with other people”
(p. 421). One part of the mind is not “deceiving” another part;
these modular systems are simply operating with a certain
degree of autonomy.

The modular view also makes sense of another difficulty
natural language introduces into discussion of self-deception,
the folk concept of “belief” (e.g., Stitch 1983). If it is true that
two modular systems might have representations about the
very same thing, and that these two representations might be
inconsistent, then it makes no sense to talk about what an
agent “really,” “genuinely,” or “sincerely” believes. Instead, the
predicate “believe” attaches to modular systems rather than
people or other agents (Kurzban, in press). This has the added
advantage of allowing us to do away with metaphorical terms
like the “level” on which something is believed (sect. 7), and
we can substitute a discussion of which representations are
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present in different modules. Again, this undermines the folk
understanding of what it means to “believe” something, but
such a move, taking belief predicates away from agents as a
whole, is required on the modular view and helps clarify that
the belief applies to modules, that is, parts of people’s minds,
rather than a person as a whole.

Generally, trying to understand self-deception with the con-
ceptual tool of evolved function is an advance. Trying to under-
stand self-deception without the conceptual tool of modularity
is needlessly limiting.

Self-deceive to countermine detection
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Abstract: Having evolved to escape detection of deception completely,
self-deception must respond to social conditions registering different
probabilities of detection. To be adaptive, it must have a mechanism to
keep truthful information temporarily from the self during deception
and retrieve it after deception. The memory system may serve this
mechanism and provides a paradigm in which to conduct research on
self-deception.

Self-deception has been studied mainly as an intrapersonal process,
representing personality traits (Paulhus & John 1998; Paulhus &
Reid 1991), motivational biases in information processing (Mele
1997; Balcetis 2008), or inconsistencies between implicit and
explicit self-systems (Greenwald 1997). The target article (also
see Trivers 1976/2006; 1985; 2000) is among the first to treat
self-deception as an interpersonal process by which humans
deceive themselves to deceive others. However, the evidence
von Hippel & Trivers (VH&T) use to make the interpersonal argu-
ment is mainly intrapersonal, given the lack of existing relevant
empirical studies. We present interpersonal evidence to augment
VH&T’s argument. In doing so, we emphasize that, resulting
from the interpersonal “arms race” between deception and
deception detection, self-deception must respond to social con-
ditions registering detection-varying probabilities. Social status
of the deceived and the number of detectors are examples of
such social conditions that may also shape the evolution of mor-
ality. We also argue that by keeping fitness-enhancing infor-
mation away from both self and others, self-deception as an
adaptation must cease to operate in most instances once the
goal of deception is achieved so that truthful information can
be retrieved to benefit the self. Such information manipulation
makes memory a good target to be co-opted to execute self-
deception. Memory research thus provides a good paradigm
within which to conduct empirical research on self-deception.

Social status of deceived. The target article (also see Trivers
2000) suggests that by keeping the self unaware of ongoing
deception, self-deception may have evolved to avoid detection.
Based on this logic, we speculate that self-deception should be
sensitive to situations registering different probabilities of detec-
tion with individuals being more likely to self-deceive when
sensing a higher chance of detection. Social status of the deceived
and the number of people to be deceived are examples of vari-
ables that affect the chance of being detected and thus the like-
lihood and activation of self-deception. According to social
dominance theory (Cummins 1999), low-status individuals are
more motivated to deceive and high-status individuals are more
motivated to detect deception, because the latter have more
resources to lose, and the former have more to gain in a success-

ful deceptive ploy. However, high-status individuals who have
more access to accurate information are more able to detect
deception from low-status individuals who are less able although
more motivated to deceive. The arms race between deception and
deception detection is thus likely to have played out between the
low-status individuals as deceivers and the high-status individuals
as detectors, and this competition is likely to lead to individuals
deceiving themselves to better deceive high- rather than low- or
equal-status others. Results from our ongoing research show
that low-status individuals unconsciously withhold information
from themselves when experimentally motivated to deceive
high- but not equal-status others, supporting our view that indi-
viduals deceive themselves by keeping information from the con-
sciousness when they sense higher probabilities of detection from
the target of deception (Lu & Chang 2010).

Multiple detectors and morality. In addition to status, the
number of targets to be deceived also affects the probability of
detection. It is generally easier to deceive one rather than mul-
tiple targets because each target adds detective pressure to
elevate the probability of detection. Using this logic, self-decep-
tion is adaptive because, by deceiving one target (the self), it suc-
cessfully deceives multiple targets (others). We speculate that
self-deception is more likely to be used when deceiving multiple
targets or groups of individuals than one individual. That is, indi-
viduals self-deceive to better group-deceive. A good example of
self-deceiving to group-deceiving is self-enhancement in compe-
tence or morality, which has so far been studied as intrapersonal
processes (Paulhus & John 1998). From an evolutionary point of
view, self-enhancement is a form of self-deception that is inter-
personally oriented with the deception target being the largest
group possible – the public. This group notion about self-decep-
tion provides a direction for the understanding of the evolution of
morality. In a moral context, self-deception can be seen as an
unintentional or unconscious presentation of a falsely moralistic
self to avoid public detection of deception. This is in contrast
to impression management, which can be seen as straight decep-
tion whereby social deceivers intentionally or consciously present
a false socially acceptable or laudable self to appease the public.
As public pressure for detection eases, for example, when reli-
gious congregations or political rallies disperse, the self-deceiver
may become more in touch with his or her moral weaknesses and
become less critical about moral transgression. Using icons of
eyes that have previously been used to represent an audience
(Haley & Fessler 2005) to manipulate fear of detection, we
found that individuals were less likely to think of moral issues
as the number of eyes was reduced.

The memory system. Either to self-deceive high-status or mul-
tiple targets, self-deception may be a temporary state of mind
rather than permanent or long-lasting self-ignorance. It has
been argued that self-deception cannot be adaptive because one
deceives her- or himself by being unaware of the truth, which,
being intentionally kept away from others, is fitness enhancing
or beneficial to oneself (Leeuwen 2007). However, self-deception
could be adaptive if it functioned only when deception was
ongoing and ceased to operate after the deceiving goal had
been achieved. Kept in the unconscious mind, truthful infor-
mation does not get retrieved while the self-deceiver is deceiving
others. When deception ceases, the hidden truth resurfaces so
that the self-deceiver benefits from the accuracy of information.
The memory system, which has been shown to be a direct
target of selection for survival (Nairne et al. 2008), may help to
achieve the state of the aforementioned self-deception. By
keeping truthful information from the conscious self (i.e., con-
cealing to deceive) or by distorting encoded material (fabricating
to deceive), the memory system helps one to honestly offer null or
false information to others. This part of self-deception does not
achieve a net fitness gain. By later retrieving the truthful infor-
mation, the memory system helps to complete self-deception to
achieve net fitness enhancement. Memory research thus provides
a paradigm within which to conduct research on self-deception.
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Abstract: Von Hippel & Trivers (VH&T) propose that self-deception has
evolved to facilitate the deception of others. However, they ignore the
subjective moral costs of deception and the crucial issue of credibility
in self-deceptive speech. A self-signaling interpretation can account
for the ritualistic quality of some self-deceptive affirmations and for the
often-noted gap between what self-deceivers say and what they truly
believe.

The lady doth protest too much, methinks.
—Hamlet, Act 3, scene 2, 222–230

Like every politician, he always has a card up his sleeve; but unlike the
others, he thinks the Lord put it there.

—Bertrand Russell (2009, p. 165), citing Labouchere on
Gladstone

The notion that overly vehement avowals and overly emphatic
behaviors betray knowledge of a disavowed reality is not new.
In Hamlet, the lady’s vow of fidelity to her husband is so passio-
nate and insistent as to arouse suspicion. One possibility is
that she is a pure hypocrite, attempting to deceive her audience
while knowing full well that her feelings are otherwise. A less
cynical observer, however, might conclude that she is only
attempting to deceive herself.

For von Hippel & Trivers (VH&T), self-deception and other-
deception are not mutually exclusive possibilities. Their evol-
utionary claim is that the former has evolved in order to facilitate
the latter. As they acknowledge, this claim has received surpris-
ingly little attention in the empirical literature (but see McKay
& Dennett 2009), which makes the hypothesis almost entirely
speculative but not for that reason any less interesting.

The aspect that we focus on here is the psychological architec-
ture that enables self-deception. Although VH&T endorse a
“non-unitary mind,” defined by separate mental processes with
access to privileged information, they resist treating these pro-
cesses as fully fledged subagents with distinct interests, decision
roles, and modes of interaction. Consequently, their theory
leaves unresolved the crucial issues of author, audience, and
credibility in self-deceptive speech.

Observe, first, that for VH&T the benefits of self-deception are
defined as performance enhancement: The “self-deceived decei-
ver” puts on a smoother show and makes fewer slips that might
give the game away. What seems to be ignored in this perform-
ance-centered account is the moral dimension of deception. One
may ask why psychopathy is not a universal condition if glib per-
formance is so valuable from an evolutionary standpoint.

An alternative interpretation is available, namely, that the
benefits of self-deception are realized in the internal moral
economy of the self-deceiving individual: The conveniently self-
deceived deceivers are absolved from the burden of dealing with
unpleasant awareness of their own treachery (Elster 1999). Like
Russell’s Gladstone, they have license to deceive others without
any attendant loss of self-esteem.

On this interpretation, therefore, the motive to self-deceive
arises from a desire to perceive oneself as a moral agent. There
remains the question of whether the desire will be satisfied,
whether ostensibly self-deceptive judgments and affirmations

will achieve their goal (Funkhouser 2005). This issue of self-
credibility can be assessed if we view self-deceptive speech as a
form of self-signaling, the attempt to convince ourselves that we
possess some desired underlying characteristic or trait (Mijović-
Prelec & Prelec 2010). If the self-signaling attempt does succeed,
and the characteristic is also socially desirable, then guilt-free
deception of others may follow as a collateral benefit. However,
even if it fails, and fails repeatedly, that need not remove the com-
pulsion to self-signal. Ritualistic affirmations may remain in force,
even as they fail to convince.

The prediction emerges once we conceptualize self-signaling by
analogy to signaling between individuals. In theoretical biology,
signaling refers to actions taken by a sender to influence the
beliefs of receivers about the sender’s unobservable characteristics,
for example, reproductive quality (Grafen 1990). The sender plays
offense by emitting signals that exaggerate his qualities, and the
receiver plays defense by discounting or ignoring the messages
altogether. The tug of war between offense and defense encourages
futile but costly signaling. Even if senders with inferior character-
istics do succeed in perfectly emulating the signals emitted by their
superiors, the receiver, according to theory, will take this into
account and will discount the value of the signal accordingly. The
signaling equilibrium is a losing proposition all round; what
makes it stick is the fact that failure to send the mandated signal
immediately brands the deviant as undesirable.

With self-signaling, this entire dynamic is internalized, and
messages conveying desired characteristics are reinterpreted
as messages to oneself (Bodner & Prelec 2003; Quattrone &
Tversky 1984). The details of this approach are spelled out else-
where (Mijović-Prelec & Prelec 2010), but the basic assumption,
with respect to psychological architecture, is that there is a div-
ision of labor between a sender subsystem responsible for author-
ing signals, and a receiver subsystem responsible for interpreting
them. It is crucial that the two subsystems cannot share infor-
mation internally, but only through externalized behavior.

What determines whether attempted self-deception is success-
ful? As in the interpersonal case, it all hinges on the credulity of the
receiver. If the receiver takes the sender’s signal at face value, not
discounting for ulterior motives, then attempted self-deception
will succeed and we have the “Gladstone” mode. However, the
receiver may also discount the signal. This might occur because
the receiver has some prior expectation of an ulterior sender
motive, or because the deceptive sender misjudges the signal
strength. Interestingly, however, discounting may not eliminate
the sender’s motive to self-signal, because self-serving and pessi-
mistic statements may be discounted asymmetrically (the latter
lack an obvious ulterior motive). In such cases, self-deceptive
speech becomes mandatory not because it is believed but because
deviating from the self-deceptive norm could lead to a catastrophic
loss in self-esteem. Self-signaling can therefore lead to ritualistic
expression that appears self-deceptive on the surface but that
may not truly reflect what a person feels. There will be a mis-
match, often noted in the psychotherapeutic literature (Shapiro
1996), between beliefs-as-expressed, for example, about one’s
self-esteem, sexuality, future prospects, family relationships,
and so forth, and beliefs as actually experienced.

If VH&T’s evolutionary story is right, then individuals who
cannot deceive themselves will be poor at deceiving others. This
would not, however, preclude occasional dissociations between
self-deception and the deception of others. Some individuals
with crushing self-doubts may fail to conceal these doubts from
themselves yet manage to maintain an external façade of confi-
dence. Others, with sufficiently credulous receiver subselves, may
manage to convince themselves of their self-worth; if, however,
their self-aggrandizing statements ring hollow to others, they may
be suspected – and accused – of protesting too much.

ACKNOWL EDGMEN TS
The first author was supported by grants from the European Commission
(“Explaining Religion”) and the John Templeton Foundation (“Cognition,

Commentary/von Hippel & Trivers: The evolution and psychology of self-deception

34 BEHAVIORAL AND BRAIN SCIENCES (2011) 34:1



Religion and Theology Project”), both coordinated from the Centre for
Anthropology and Mind at the University of Oxford.

Self-deception: Adaptation or by-product?

doi:10.1017/S0140525X10002281

Hugo Mercier
Philosophy, Politics, and Economics Program, University of Pennsylvania,
Philadelphia, PA 19104.

hmercier@sas.upenn.edu

http://sites.google.com/site/hugomercier/

Abstract: By systematically biasing our beliefs, self-deception can
endanger our ability to successfully convey our messages. It can also
lead lies to degenerate into more severe damages in relationships.
Accordingly, I suggest that the biases reviewed in the target article do
not aim at self-deception but instead are the by-products of several other
mechanisms: our natural tendency to self-enhance, the confirmation bias
inherent in reasoning, and the lack of access to our unconscious minds.

In their target article, von Hippel & Trivers (VH&T) defend
the hypothesis that many psychological biases are by nature
self-deceptive. Their rationale is the following: People get caught
lying because of “signs of nervousness, suppression, cognitive
load, and idiosyncratic sources.” In order to make deception detec-
tion less likely, these superficial cues should be reduced or elimi-
nated. Given that these cues all stem from the fact that we have to
keep in mind the truth and the lie – which we know when we lie –
it would make sense for people to actually believe the lies they tell –
to self-deceive. However, VH&T fail to take into account that one
of the most important cues to deception is lack of consistency
(DePaulo et al. 2003). When people are confronted with commu-
nicated information, they evaluate its internal consistency as well
as its consistency with their previously held beliefs (Sperber
et al. 2010). Any benefit gained by lying to ourselves in terms of
suppression of superficial cues compromises our ability to make
up lies that will pass this consistency test. VH&T also suggest
that self-deception could be adaptive because it makes it easier
for deceivers to maintain that they had no deceptive intent (their
“second corollary”). However, here again self-deception has the
potential to backfire. When we know we lied, we can recognize
that we did it and feel guilty, apologize, try to make amends,
and so forth. These can be essential to the maintenance of
trust (Kim et al. 2004; Schweitzer et al. 2006). If we do not even
realize that we are trying to deceive, any accusation – however
well founded – is likely to be received with aggravation. Thus,
by suppressing any common ground between self and audience,
self-deception critically endangers the maintenance of trust.

The costs of self-deception weaken the principled case for its
adaptiveness. But how are we, then, to account for the evidence
that VH&T present in support of their hypothesis? In what
follows, I will argue that this evidence can be better explained as
the by-product of other mechanisms. Many results presented in
the target article show that people have a strong tendency to
self-enhance, and that we often do so without even realizing
it. This claim would be hard to dispute. For these results to
support VH&T’s hypothesis, the lack of more veridical information
processing must stem from the adaptive character of self-decep-
tion. But it is more plausible that the lack of veridical information
processing is a simple result of the costs it would entail. It is poss-
ible here to make an analogy with other systematically biased
mechanisms. For instance, following a simple cost-benefit analysis,
it is reasonable to surmise that a mechanism aimed at the detection
of poisonous food should be systematically biased toward the
“poisonous” verdict. The lack of a less biased information proces-
sing requires no explanation beyond this cost-benefit analysis. If a
given degree of self-enhancement is adaptive in and of itself, then
this is enough to explain why less biased mechanisms would be

superfluous. Contrary to what VH&T claim, the fact that we can
sometimes engage in more veridical processing does not show
that the mechanisms have a self-deceptive purpose. By analogy,
our poisonous food detector could also be more or less biased –
depending on the individual who is providing us with the food,
for instance – without having self-deception as its goal.

The authors’ case rests not only on our ability to sometimes turn
off our biases and engage in veridical processing, but also on the
conditions that trigger veridical processing. More specifically, they
claim that because self-affirmation or cognitive load manipulations
can make us less biased, then any bias that is otherwise present is
likely to be self-deceptive. But these findings can also be explained
by the effect of these manipulations on the use of high-level proces-
sing – in particular, reasoning. Self-affirmation manipulations can
be understood as belonging to a larger group of manipulation –
including self-esteem and mood manipulations (e.g., Raghunathan
& Trope 2002) – that reduce our tendency to engage in some
types of high-level processing (Schwarz & Skurnik 2003). Likewise,
cognitive load will automatically impair high-level processing.
Reasoning is one of the main mechanisms that can be affected by
these manipulations, and the confirmation bias exhibited by reason-
ing is the source of many of the biased results described by VH&T
(Nickerson 1998). It is therefore not surprising that self-affirmation
or cognitive load manipulations should make us appear less biased.
However, it has been argued that the confirmation bias does not
have a self-deceptive function and that it is instead the result of
the argumentative function of reasoning (Mercier & Sperber, in
press). Accordingly, when reasoning is used in a natural setting
(such as group discussion), the confirmation bias does not system-
atically lead to biased beliefs (Mercier & Landemore, in press).
Thus most of the results used by the authors can be accounted
for as a by-product of a confirmation bias inherent in reasoning
that does not have a self-deceptive function.

Finally, a case can also be made against the authors’ interpret-
ation of the dual-process literature. According to VH&T, “these
dissociations [between, e.g., implicit and explicit memory]
ensure that people have limited conscious access to the contents
of their own mind and to the motives that drive their behavior.”
For this statement to be correct, conscious access to the content
of our own mind would have to be a given from which it can some-
times be useful to deviate. But this is not the case. Being able to
know the content of our own minds is a very costly process. In
fact, it is sometimes speculated that there was little evolutionary
advantage to be gained by knowing ourselves, and that this ability
is a mere by-product of our ability to understand others (e.g., Car-
ruthers 2009b). If not knowing ourselves – or knowing ourselves
very imperfectly – is the baseline, then dissociations between con-
scious and unconscious processes require no further explanation.
These dissociations cannot ensure us against a self-knowledge
that we have no reason to possess in the first place.

Trying to elucidate the ultimate function of our cognitive biases is
a very worthwhile endeavor that is bound to lead to a much deeper
understanding of human psychology. However, for VH&T’s
specific hypothesis to be truly convincing, they would need to
provide stronger evidence, such as the direct experimental tests –
whose absence they repeatedly deplore – of their theory.
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Abstract: Self-deception is a powerful but overapplied theory. It is adaptive
only when a deception-detecting audience is in the loop, not when an
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inaccurate representation is invoked as an internal motivator. First, an
inaccurate representation cannot be equated with self-deception, which
entails two representations, one inaccurate and the other accurate. Second,
any motivational advantages are best achieved with an adjustment to the
decision rule on when to act, not with a systematic error in an internal
representation.

If . . . deceit is fundamental to animal communication, then there
must be strong selection to spot deception and this ought, in
turn, to select for a degree of self-deception, rendering some
facts and motives unconscious so as not to betray – by the
subtle signs of self-knowledge – the deception being practiced.

This sentence, from Robert Trivers’s foreword to The Selfish
Gene (Trivers 1976/2006), might have the highest ratio of pro-
fundity to words in the history of the social sciences. Von
Hippel & Trivers’s (VH&T’s) elaboration and empirical ground-
ing of that offhand comment in the target article is a substantial
and highly welcome development.

For all its explanatory power, the adaptive theory of self-
deception is often applied too glibly in the social psychology lit-
erature. The theory always had two apparent problems. The
first is the paradox (or at very least, puzzling redundancy) in
which the self is both deceiver and deceived. The second is the
claim that selection systematically favored inaccurate represen-
tations of the world. The claim that self-deception is a weapon
in an arms race of deception and deception-detection appears
to resolve these problems, and it is what makes the theory so
interesting. The insertion of a second party – the audience for
self-presentation – into the deceiver–deceived loop resolves
the various paradoxes, and VH&T lay out this logic convincingly.

But many psychologists who invoke self-deception (including,
occasionally, VH&T) dilute the force of the theory by applying it
to phenomena such as happiness, optimism, confidence, and self-
motivation, in which the loop is strictly internal, with no outside
party to be deceived. I see two problems with this extrapolation.

The first is that it is essential to distinguish errors and biases, on
the one hand, from self-deception, on the other. Just because a
computational system is tuned or designed with inaccurate rep-
resentations, that does not mean that it is deceiving itself. If my
thermostat is inaccurate, and I set the temperature at a higher
level than what I want in order to get what I want, or if my car
works better when I set the fuel-air ratio to a different value
than is “optimal” according to the manufacturer, it seems gratui-
tous to describe this as self-deception.

For the counterintuitive and apparently profligate concept of
self-deception to be useful, the following condition must be met:
The system must have two representations of some aspect of
reality, one of them accurate and the other systematically inaccur-
ate, and the part with access to the accurate information (the self-
deceiver) must have control over the information available to the
other part (the deceived self). I agree with VH&T that the decep-
tion-detection arms race offers a convincing explanation of why
this seemingly odd arrangement should have evolved (the deceived
self is there to present an inflated self-image designed to fool other
parties; the deceiving self is there to keep the entire person from
losing all touch with reality). But many putative examples of self-
deception (such as being over-optimistic in order to fire up one’s
own motivation, or being over-impressed with one’s own assets to
enhance self-confidence) require only a one-level representation
with error or bias, not a two-level representation, one inflated and
one accurate. In such cases, the theory of self-deception is superflu-
ous. For example, in Epley and Whitchurch’s (2008) experiment on
inflated self-images, is there any evidence that a more accurate rep-
resentation of the self’s appearance is registered somewhere in the
brain? Or that it is actively suppressed?

The second problem is that the adaptive explanation of self-
deception, when there is no external audience in the loop, does
not work. Prima facie, any computational system ought to be
accurately rather than inaccurately tuned to the world. Any
need to behave in a way that differs from reading out an accurate

representation and acting accordingly ought to be accommodated
by changing the decision rule that is fed by the information, not by
adding noise or bias to the information. After all, it is only the
output of the decision rule in real behavior that is ultimately adap-
tive or not; the internal route to the optimal behavior is not, by
itself, visible to selection. If every day I look at the thermometer
and end up dressing too warmly, the optimum response is not to
reprogram my thermometer to display a too-warm temperature
(e.g., display 708 when it is really 658); it is to change my rule on
how to dress for a given temperature (e.g., “put on a sweater
when it is 608 out” rather than “put on a sweater when it is 658
out”). The reason that this is the optimum is that if you jigger
with the representation rather than the decision rule, then any
other decision rule that looks at that information readout will
now make an undesired error. In this example, if you want to
bring in your potted plants when there’s a danger of freezing,
your jiggered thermometer will now read 358 when it is really
308, fooling you into leaving the plants outside and letting them
die. As long as there is more than one decision rule that accesses
a given piece of information, an adjustment toward optimal behav-
ior should always change the decision rule, not the information
representation. (If there is only a single decision rule that looks
at the representation, there does not need to be a separate
representation at all; one could compile the representation and
decision rule into a single stimulus-response reflex.)

Now, one could always plead that the human brain is not
designed optimally in this regard – but without the external
benchmark of optimal design against which to compare the
facts of human psychology, one is in just-so-story land, pleading
that whatever the facts are had to be the way they are. VH&T
escape this problem with the deception-detection arms-race
rationale for self-deception (because of the intrusion of an audi-
ence whose ultimate genetic interests diverge from those of
the self), but such an explanation does not go through when
it comes to the putative internal motivating function of self-
deception involving happiness or optimism.

Consider the suggestion, common in the literature on positive
illusions, that people are overly optimistic because of the adap-
tive benefit of enhancing their motivation. The problem with
this explanation is as follows. Instead of designing an organism
with unrealistically optimistic life prospects and a too-conserva-
tive motivational rule, why not design it with realistic life pro-
spects and a slightly more liberal motivational rule, which
would avoid the pitfalls of having tainted information floating
around in the brain where it might cause mischief with other pro-
cesses? Consider the situation in which a person is faced with the
choice of engaging in a risky game or venture. It is hard to see the
adaptive advantages of having a mind that works as in situation
(a), which is the common assumption in the positive-illusion
and overconfidence literature, rather than as in situation (b):

(a) The objective chance of success is 35%. The self only
engages in a venture if it thinks the chance of success exceeds
50%. Taking this particular risk, however, is an adaptively good
bet. Therefore, the self is deluded into believing that the chances
of success are 70%.

(b) The objective chance of success is 35%. The self only
engages in a venture if it thinks that the chance of success
exceeds 30%. Taking this particular risk is an adaptively good
bet. Therefore, the self accurately represents its chances and
engages in the venture.

For any adaptive explanation of self-deception to be convin-
cing, it would have to demonstrate some kind of design consider-
ations that would show why (a) is optimal a priori, rather than just
that it is what people tend to do. That seems unlikely.

VH&T are admirably cautious in applying the theory of self-
deception. For the theory to stand as a coherent rather than a
glib adaptive explanation of human error, the psychologists invok-
ing it must be explicit as to whether they are positing a single-rep-
resentation bias or a double-representation self-deception, and
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whether they are positing an inaccuracy in the representation or a
bias in the decision rule.
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Abstract: Social desirability can be conceived as a proxy for self-deception,
as it involves a positive attribution side and a denial side. People with mental
disorders have lower scores on measures of social desirability, which could
depend on cognitive load caused by symptoms. This suggests that self-
deception is an active strategy and not merely a faulty cognitive process.

Von Hippel & Trivers (VH&T) have interestingly expanded past
speculations by Trivers on self-deception (Trivers 1976/2006;
2000). At the core of this theory is the idea that “by deceiving them-
selves, people can better deceive others, because they no longer emit
the cues of consciously mediated deception that could reveal their
deceptive intent.” Self-deception also helps the deceiver to accrue
“the more general social advantages of self-inflation or self-enhance-
ment.” However, we think that the role of mental health in self-
deception deserves a better place in their model.

There are three levels of deception: denying the truth (as saying
that something true is false), advocating the false (as saying that
something false is true), and withholding information about
truth or falsehood (as in a secret).

Self-deception can occur only by withholding information
about truth or falsehood, because this can occur without the sub-
ject’s being conscious about what she or he is doing: Indeed,
throughout the target article, VH&T hold that by “deceiving
themselves, people are able to avoid the cognitive costs of con-
sciously mediated deception,” that is, self-deception is based on
some mechanism that operates at a non-conscious level.

The process of withholding information about truth or false-
hood could occur by cognitive malfunctioning, while still achiev-
ing the result of the subject’s deceiving others.

Social desirability can be conceived as a proxy for self-decep-
tion, given that it involves a positive attribution side (attributing
to themselves rare but socially appreciated qualities) and a denial
side (denying to have the negative qualities that are common in
the general population) (Crowne & Marlowe 1964; Ramanaiah
et al. 1977; Paulhus 1991).

In the past 20 years, a series of studies showed that people with
symptoms of mental disorders have statistically lower scores on
measures of social desirability (Lane et al. 1990). In particular,
we found that adolescents or young adults scoring higher on
measures of depression (Miotto et al. 2002), psychosis proneness
(Preti et al., 2010), or suicidal ideation (Miotto & Preti 2008) reported
concurrently lower scores on the Marlowe-Crowne Social Desirabil-
ity Scale (Crowne & Marlowe 1960), in particular on the denial
subscale of that questionnaire.

Lower scores on social desirability measures could be a result of
the cognitive load produced by ruminations on sad thoughts in
depression (Lane et al. 1990; Miotto et al. 2002) or be caused by
hallucinations and delusions in psychosis (Preti et al., 2010). As
pointed out by VH&T, a role for cognitive load in self-deception
might depend on self-deception being an active strategy, and not
merely a faulty cognitive process resulting in the wrong withholding
of information about truth or falsehood. Therefore, the investigation
of the links between self-deception and psychopathology plays a
role in discovering the neuropsychological basis of self-deception.

How can it be that a mechanism implying a loss of information
integrity can effectively favor adaptation? As Stich (1990, p. 62)
put it, “natural selection does not care about truth; it cares only
about reproductive success,” and this is the case when an
unbiased system is more detrimental to fitness than a system
characterized by occasionally mistaken evaluations.

In the past we proposed that cheaters are part of the mechanism
that challenges the subjects’ fitness. Because the cognitive abilities
leading to cheater’s detection might prove useful in all kinds of
cooperative exchange (Stevens & Hauser 2004), groups of discri-
minative cooperators will out-compete over groups of non-discri-
minative cooperators. In fact, cheaters select those individuals
who are more able to detect cheating. Conversely, the hosts toler-
ate some amount of cheaters in their environment because they
continuously challenge the hosts’ own cognitive abilities, as para-
sites resident in our skin stimulate the immune system and act
as a restraint against more virulent invaders because they keep
the niche occupied (Preti & Miotto 2006).

Because cheaters are likely to take advantage of sexual part-
ners, thus distributing their genes in the general population,
some cheating mechanism with a genetic basis is likely to be
fixed in the gene pool. Self-deception could be one of these
mechanisms transmitted by cheaters to their victims, and it
could help individuals detect cheating.

This is paradoxical, because self-deception is expected to favor
cheating. However, both mirror-neuron theory (Rizzolatti &
Craighero 2004) and the embodied cognition paradigm (Grafton
2009) posit that people are more able to detect those motor and
emotional cues they have already experienced. In monkeys, “the
different modes of presentation of events intrinsically different,
as sounds, images or willed motor acts, are . . . bound together
within a simpler level of semantic reference, underpinned by the
same network of audio–visual mirror neurons” (Gallese 2007,
p. 660), that is, the animal quickly reacts to stimuli that are
bound by experience to a predetermined outcome. In humans,
“actions belonging to the motor repertoire of the observer (e.g.,
biting and speech-reading) or very closely related to it (e.g.,
monkey’s lip-smacking) are mapped on the observer’s motor
system. Actions that do not belong to this repertoire (e.g.,
barking) are mapped and, henceforth, categorized on the basis of
their visual properties” (Gallese 2007, p. 661).

Self-deception implies some kind of resetting of the subject’s
mental state, and this reflects in the fine motor disposition of
the muscles involved in facial expression. People more likely to
use a self-deception strategy will also be more able to detect
these subtle cues, some kind of dissociation between the commu-
nicated content and the real, inner, secretly held content, operat-
ing at an unconscious level but withheld at the conscious one.

Therefore in the social war between cheaters and their victims,
self-deception can both favor cheating and help detect cheating. It
is not merely the advantage of being more convincing at deceiving
the others that fixed self-deception as a strategy in our heritage,
but also the contribution that the mental states related to self-
deception give to cheating detection. This could be tested:
People scoring higher on measures of self-deception should also
be more able to detect cheating and deceptive attempts.

Aiming at self-deception: Deflationism,
intentionalism, and biological purpose
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Abstract: Deflationists about self-deception understand self-deception
as the outcome of biased information processing, but in doing so, they
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lose the normative distinction between self-deception and wishful thinking.
Von Hippel & Trivers (VH&T) advocate a deflationist approach, but
they also want preserve the purposive character of self-deception. A
biologically realistic analysis of deception can eliminate the contradiction
implicit in their position.

Self-deception is a form of motivated misbelief, but not every
motivated misbelief counts as self-deception. Sometimes, motiv-
ated misbeliefs are accidental consequences of motivational states.
We refer to these as “wishful thinking” rather than self-deception.
Suppose S strongly desires p to be the case, and this desire distorts
S’s assessment of the evidence so that S comes to unjustifiably
believe p. In this scenario, neither S nor any process in S aims
at producing misbelief. Because it has no aim, wishful thinking
cannot succeed or fail. In the paradigmatic case of self-deception,
S believes not-p, desires strongly p, and either S (or some mech-
anism in S) aims at causing S to misbelieve that p. In this case S
(or some mechanism in S) succeeds in producing a misbelief if S
ends up believing p, and fails if S ends up believing not-p. I will
refer to this as the normative distinction between self-deception
and wishful thinking.

Self-deception and wishful thinking both have interpersonal
counterparts. Suppose you are driving through an unfamiliar
town, and you ask a man for directions to the nearest gas station.
He tells you to turn right at the next light, but unbeknownst to
him, the gas station has closed down. He has not deceived you,
because he did not intend to cause you to have a false belief, and
therefore did not succeed in causing you to have a false belief.
However if he had intended to lead you astray, he would have suc-
ceeded in deceiving you.

Modeling self-deception on interpersonal deception requires
the assumption that the self-deceiver intends to cause himself
to misbelieve. This way of looking at things requires that self-
deceivers simultaneously believe that p and believe that not-p,
and it also requires that self-deceivers conceal their self-decep-
tive intentions from themselves, both of which seem impossible.
One response to these problems is to posit that self-deceivers
have divided minds. The self-deceiver’s mind contains a homun-
culus that intentionally causes him or her to misbelieve. There
are numerous problems with this suggestion, not the least of
which is its utter implausibility.

These sorts of problems motivate the deflationist approach to
self-deception. Deflationists abjure modeling self-deception on
interpersonal deception and argue that self-deception is an unin-
tended consequence of information-processing biases. In Mele’s
(2001) formulation, these cognitive biases aim at avoiding costly
errors, not at causing misbelief. Misbelief is, so to speak, a side
effect. The problem is that this eliminates the normative distinc-
tion between self-deception and wishful thinking. The processes
that cause S to misbelieve do not aim at doing this, so self-decep-
tion cannot succeed or fail, and no principled distinction can be
drawn between self-deception and wishful thinking.

Von Hippel & Trivers (VH&T) make it clear that they are defla-
tionists, but they also want to model self-deception on interpersonal
deception and recognize (in the example of the husband coming
home late from work) that intent is necessary for interpersonal
deception. In short, they appear to be advocating two incompatible
models of self-deception: deflationism, which denies that self-
deception is intentional, and intentionalism, which requires it.

There is a reason VH&T have put themselves in this unenviable
position. They recognize that the deflationist approach is empiri-
cally appealing, but it is important for their whole conception of
self-deception that it is purposive. My guess is that VH&T are
drawn to think about self-deception as similar to interpersonal
deception because they want to capture its goal-directed charac-
ter, but they do not notice that this plays havoc with their commit-
ment to deflationism.

My diagnosis is that VH&T have made the erroneous assump-
tion almost everyone working on self-deception makes: They mis-
takenly equate other-deception with interpersonal deception.

This is a mistake because nonhuman organisms also engage in
other-deception. A comprehensive theory of other-deception
needs to encompass the whole spectrum, ranging from bee
orchids’ deception of their pollinators (which is clearly not inten-
tional) to deliberate human lying (which clearly is).

The most promising formulation of a general theory of decep-
tion draws upon Millikan’s (1984; 1993) analysis of biological
purpose. Due to limitations of space, I will not set out the details of
Millikan’s theoretical apparatus but will present a somewhat simpli-
fied version of an analysis based on it.

Deception ¼ df For organisms O1 and O2, O1 deceives O2 iff O2 pos-
sesses a character C with the purpose F of representing truly and O1

possesses a character C" with purpose F" of causing C to misrepresent,
and it is in virtue of performing F" that C" causes C to misrepresent.

This can be crudely paraphrased as follows. One organism
deceives another just in case the deceiving organism has some
characteristic that has the biological purpose of preventing the
representational apparatus of the deceived organism from cor-
rectly representing its environment (i.e., fulfilling its biological
purpose). The deceiving organism succeeds in causing the
deceived organism’s representational apparatus to fail. Using this
analysis as a model for self-deception, we get:

Self-deception ¼ df O deceives itself iff O possesses character C with
purpose F of representing truly, and character C" with the purpose
F" of causing C to misrepresent, and it is in virtue of performing F"

that C" causes C to misrepresent.

Roughly paraphrased, an organism deceives itself if and only if it
has some characteristic with the biological purpose of causing the
representational apparatus in the same organism from correctly
representing its environment (fulfilling its biological purpose),
and that characteristic succeeds in causing the representational
apparatus to fail. This analysis of self-deception can then be
made consistent with deflationism by adding that C" fulfills its
purpose by biasing the manner in which the organism processes
information.

Evolution, lies, and foresight biases
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Abstract: Humans are not the only animals to deceive, though we might
be the only ones that lie. The arms race von Hippel & Trivers (VH&T)
propose may have only started during hominin evolution. VH&T offer a
powerful theory, and I suggest it can be expanded to explain why there
are systematic biases in human foresight.

Von Hippel & Trivers (VH&T) argue that self-deception evolved
not as a defense mechanism but as an offensive weapon in an
evolutionary arms race of deception and deception-detection.
Their proposal explains how the deceiver can also be the
deceived and why evolution may have possibly selected for mech-
anisms that represent the world inaccurately. This is thus a
powerful perspective that, as illustrated by the latter part of the
target article, sheds new light on a range of phenomena. Here
I will suggest that this approach might also offer a way out of
the vexing problem of systematic biases in human foresight.
First, however, I note that the authors fail to discuss when
such an arms race may have got off the ground. They thus side-
step an important aspect of the evolution of self-deception.

Humans are clearly not the only creatures to deceive. Many
animal signals are not honest but were selected to deceive
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predators, prey, or competitors. This deception is not limited to
simple mimicry but includes various curious behaviors and
even counterdeception. Some primates, especially our closest
living relatives, appear to engage in quite flexible “tactical”
forms of deception (Whiten & Byrne 1988). Do they hence
have the prerequisites for the purported arms race between
deception and deception detection?

One important aspect of deception that nonhuman animals
may not be capable of is lying. Parts of the target article seem
to use the terms deception and lying interchangeably, perhaps
reserving the latter to describe verbal deception. Yet to lie, one
really must do more than declare something that is in fact not
true. One must also know that it is not true; otherwise mistakes
would be called lies. Furthermore, one must want the other to
believe what one knows not to be true, to be true. Thus, lying
implies intentionally implanting a false belief. In spite of persist-
ent efforts, there is as yet no convincing evidence that non-
human animals can represent false beliefs (Krachun et al. 2009;
Penn et al. 2008). If this is correct, then they lack the very oppor-
tunity to deliberately manipulate such representations. Lies, and
the self-deceptions they may have spawned, appear to have
evolved only over the past five million years, after the split
from the last common ancestor with chimpanzees.

A second purportedly unique skill that may have played an
important role in the evolution of human deception and self-
deception is mental time travel (Suddendorf & Corballis 1997).
Humans can flexibly imagine a range of potential future episodes
(and hence can plan complex deceptive ploys) and can also men-
tally reconstruct past events (and hence can uncover past decep-
tive ploys). These travels in both temporal directions are closely
linked in mind and brain (e.g., Addis et al. 2007; Suddendorf &
Corballis 2007). From Bartlett (1932) we know that recollecting
past events is an active construction that may be biased. Selection
for memory must be based on what fitness benefits it brings, not
on how accurate it is per se. The same must be true for thinking
about future events. Foresight is implied in various contexts in
the target article (e.g., optimism, plans, and goal achievement),
but was not addressed directly. Yet, I think (possibly because I
deceive myself about the importance of something I have been
working on for too long), that VH&T’s theory can throw new
light on the evolution of biases in foresight.

Our ability to imagine future scenarios has obvious adaptive
benefits, allowing us to prepare in the present to secure future
rewards or thwart future disaster. Why, then, is it that humans
display systematic errors in anticipation? For example, various
lines of research (see Gilbert 2006) have demonstrated that we
tend to exaggerate the positive or negative emotional conse-
quences of future events (e.g., of handing in one’s PhD thesis;
or of losing a leg). When the event occurs, we tend to feel not
quite as happy as we had imagined, and we tend to cope much
better with a negative event than we anticipated. We also system-
atically misjudge the likelihood of events. VH&T allude, for example,
to the optimism bias where we generally tend to judge the likelihood
of good things happening to our future self above that what is
rational.

On the face of it, there are some clear benefits to these biases.
One apparent benefit of exaggerating the hedonic value of future
consequences, for instance, is that it may help motivate future
directed action. One can only fully reap the benefits of anticipat-
ing future events if such thought can appropriately guide present
action. The system that governs motivation, however, has long
been based on present rewards. Evolution had to modulate this
system rather than build a new one from scratch. An important
problem foresight poses, then, is the need to motivate prudent
action in the present when this is costly, or when it prevents
more immediate hedonic rewards. To compete with current
rewards and motivate future-directed action, it may thus make
sense to exaggerate the future reward or punishment.

The logical problem, though, is that one would expect the system
to learn with experience (and modulate decision making). People

should learn to adjust their predictions and create a more accurate
representation of future hedonic values. On some level, perhaps,
we do appreciate the truth (the German vernacular, e.g., tells us
that “Vorfreude ist die schönste Freude” [anticipated joy is the
greatest joy]). Yet, we continue to display the same forecasting
biases.

VH&T’s theory explains how a system might have evolved that
mis-represents the facts by the clever proposal of a social arms
race between deception and deception detection. This approach
could also offer a solution here. With language, a third purport-
edly uniquely human capacity, humans exchange their plans and
coordinate them. Indeed, language may have evolved initially for
the sharing of mental time travels (Suddendorf et al. 2009). In
order to elicit cooperation on a project, one may benefit from
exaggerating the likelihood and positive consequences of success
(or negative consequences of failure). As in the argument of
VH&T, I propose that one may be much better at doing this if
one actually believes this exaggeration. Again, such belief may
also reduce potential punishment if the future fails to bring
what was promised. Thus, our biases in judging future hedonic
values and likelihoods might be self-deceptions that have their
origin in an evolutionary arms race between deception and decep-
tion detection mechanisms of a social other. VH&T’s theory
may potentially go a long way further in explaining the evolution
of the complexities of the human mind than even they have
anticipated.

Deception through self-deception: Take a look
at somatoform disorders
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Abstract: Patients with physical symptoms for which no organic cause can
be found are distributed along a continuum of disease simulation that ranges
from a sincere belief of having a serious disease to intentional presentation of
false symptoms. The evolutionary hypothesis that self-deception improves
the deception of others can explain such a combination of unconscious
and intentional production of physical symptoms.

Arguing for their evolutionary approach to self-deception, von
Hippel & Trivers (VH&T) complain that “to the best of our
knowledge no one has examined whether self-deception is more
likely when people attempt to deceive others. Thus, the theoreti-
cal possibility of self-deception in service of other deception
remains just that” (sect. 6, para. 2). Indeed, convincing evidence
for their evolutionary hypothesis that self-deception evolved to
facilitate interpersonal deception comes from clinical studies of
psychiatric patients with somatoform disorders.

Current psychiatric classification includes several different
conditions (somatoform disorders, factitious disorders, and mal-
ingering) in which the clinical picture is dominated by physical
symptoms for which no organic cause can be found. These dis-
orders have in common several features, including “illness as a
way of life,” maladaptive use of medical care, refractoriness to
palliative and symptomatic treatment, and the desire to seek
those privileges afforded to the sick person by society (Krahn
et al. 2008). This latter aspect points to the importance of decep-
tion of others in the psychological mechanisms underlying soma-
tization and disease simulation. By simulating a disease and
displaying care-eliciting behavior, the patient evokes predictable
reactions from others (i.e., care of the sick) that are sanctioned in
all human cultures and are probably related with invalid care
behavior observed in several nonhuman species.
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Even though these conditions share many common features,
current diagnostic criteria separate somatoform disorders from
factitious disorders and malingering. According to this diagnostic
partitioning, the key difference is that patients with somatoform
disorders actually believe they are ill, whereas patients with fac-
titious disorders and malingerers feign illness and fake their
physical symptoms. But the line between somatization (e.g.,
unconscious expression of emotional distress in physical terms)
and deliberate simulation of physical symptoms is not easy to
draw. Since the birth of modern psychiatry, clinical observations
have repeatedly highlighted the difficulties in defining the
patient’s degree of voluntary control over symptom production.

In the nineteenth century, the French neurologist J.- M. Charcot
was an international leader in the study of hysteria (a neurotic
disorder currently classified under the rubric of somatoform dis-
orders) (Goetz 2007). Speaking to his students on this topic, he
provided a rare glimpse of his personal attitudes toward the crea-
tive spirit of hysterical simulators: “This leads me to say a word on
simulation. You will meet with it at every point when dealing with
the history of hysteria. One sometimes catches oneself admiring
the amazing craft, sagacity, and perseverance which women,
under the influence of this great névrose, will mobilize for the
purpose of deception – especially when a physician is to be the
victim.” (Charcot 1889, p. 230). More recently, Cameron noted
that “the difference between hysteria and malingering must finally
rest upon the criterion of self-deception. . .. there are many cases
in which pretense and self-deception are so intermingled as to
make clear distinction impossible.” (quoted in Ford 1983, p. 130).
In line with these classical descriptions, contemporary clinicians
acknowledge the striking mixture of conscious and unconscious
control over symptom production that characterizes not only the
different diagnostic subtypes of somatoform disorders, but also
the temporal course of individual cases with the same diagnosis
(Rogers 1988).

A recent study has demonstrated how intentional faking may
evolve into a less conscious form of symptom reporting (Merck-
elbach et al. 2010). These authors conducted three experiments
that addressed the residual effects of instructed feigning of symp-
toms. In experiment 1, undergraduates instructed to exaggerate
symptoms on a malingering test continued to report more neuro-
cognitive and psychiatric symptoms than did nonmalingering
controls, when later asked to respond honestly to the same test.
In experiment 2, students completed a symptom list of psychia-
tric complaints and then were asked to explain why they had
endorsed two target symptoms that they did not, in actuality,
endorse. A total of 57% of participants did not detect this mis-
match between actual and manipulated symptom endorsement
and even tended to adopt the manipulated symptoms when
provided with an opportunity to do so. In experiment 3, it
was found that self-deceptive enhancement is related to the ten-
dency to continue to report neurocognitive and psychiatric symp-
toms that initially had been produced intentionally. Discussing
the implications of their study for a better understanding of
somatoform disorders, Merckelbach et al. concluded that “blind-
ness” for the intentional aspect of symptom endorsement may
explain the intrinsic overlap between feigning and somatoform
complaints.

Twenty years ago, I collaborated on an article (Troisi & McGuire
1990) focusing on somatoform disorders from an evolutionary per-
spective. The core argument of the article was that the evolution of
self-deception as a means to improve deception of others could
explain why patients with somatoform disorders distribute along
a continuum of disease simulation that ranges from a sincere
belief of having a serious disease to intentional presentation of
false symptoms. We argued against a diagnostic partitioning
based on the distinction between unconscious somatization and
intentional faking and emphasized the importance of assessing
the relative contribution of deception and self-deception in each
single case presenting with physical symptoms for which no
organic cause can be found. Using the deception/self-deception

dimensional model, we explained several clinical features of
somatoform disorders. For example, the degree of self-deception
explains the heterogeneity of the clinical picture. Some patients
present with objective and dramatic manifestations (e.g., pseudo-
seizures), whereas others just complain of subjective symptoms
(e.g., nausea). We hypothesized that patients who do not
believe in their diseases tend to exaggerate the conspicuousness
of disease manifestations in an effort to prove their validity and to
convince others. By contrast, patients with an extreme degree of
self-deception (that, in some cases, can reach a delusional inten-
sity) limit their symptom production to vague complaints.

Like the original article by Trivers (1976/2006) on the evol-
ution of self-deception, the Troisi & McGuire (1990) article on
somatoform disorders has not been taken seriously in the psy-
chiatric literature. I hope that VH&T’s target article will convince
researchers and clinicians that somatoform disorders are both
a source of preliminary evidence for the interpersonal function
of self-deception and a promising area to conduct experiments
testing the evolutionary hypothesis.

Self-deception, lying, and the ability to deceive
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Abstract: Von Hippel & Trivers (VH&T) argue that people become
effective liars through self-deception. It can be said, however, that people
who believe their own stories are not lying. VH&T also argue that people
are quite good lie detectors, but they provide no evidence for this, and
the available literature contradicts their claim. Their reasons to negate
this evidence are unconvincing.

Von Hippel & Trivers (VH&T) consider self-deception as an
offensive strategy evolved for deceiving others. Via self-deception,
people can convince themselves that their lies are true, and
consequently, they will no longer emit the cues of consciously
mediated mendacity that could reveal their deceptive intent.
Indeed, people who deceive themselves and do not display decep-
tion cues are difficult to catch, but it tells us nothing about lying
skills because they are not lying. Lying is “a deliberate attempt
to mislead others,” and “falsehoods communicated by people
who are mistaken or self-deceived are not lies” (DePaulo et al.
2003, p. 74).

VH&T describe different ways in which people can deceive
themselves, including through “biased information search” (avoid-
ing further information search, selective information search, and
selective attention to available information), “biased interpretation
of information,” and “misremembering [information].” This means
that they take into account only a few of the vast number of lies
people can tell. How can a suspect who burgled a house last
night and is interviewed by the police use such mechanisms? Or
the man who has returned home late from work after talking to
his female colleague and then is asked by his wife why he is late?
(VH&T’s example). They cannot.

VH&T report that “people are actually quite good at detecting
deception.” Research does not support this claim (Bond &
DePaulo 2006; Vrij 2008). However, VH&T argue that lie detec-
tion research may have grossly underestimated people’s ability
to detect deception because it relies on conditions that “heavily
advantage the deceiver.” Those conditions include (1) the decei-
ver being unknown to the lie detector and (2) no opportunity to
question the deceiver. Other conditions, however, give advantage
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to lie detector, so that they are aware that they may be lied to.
One important reason why lies in daily life remain undetected
is that people tend to be credulous (DePaulo et al. 2003; Vrij
2008). It makes sense to be credulous, as people are more
often confronted with truths than lies (DePaulo et al. 1996),
but it hampers lie detection. The tendency to judge others
as truthful becomes stronger as relationships become more
intimate (Levine & McCornack 1992; McCornack & Parks
1986; Stiff et al. 1992). This could explain why research has
shown that people are no better in detecting lies in friends or
partners than in strangers (negating VH&T’s claim). In fact,
none of the studies where a direct comparison was made
between the ability to detect truths and lies in strangers versus
in friends or partners found a difference in accuracy rates
(Anderson et al. 2002; Buller et al. 1991; Fleming et al. 1990;
Millar & Millar 1995). One reason why no link between relation-
ship closeness and accuracy at detecting deception seems to
exist is that when close relationship partners attempt to detect
deceit in each other, they bring to mind a great deal of infor-
mation about each other. This information could be overwhelm-
ing, and the lie detector may deal with this by processing the
information heuristically instead of carefully searching for
genuine cues to deceit. Another explanation is that as relation-
ships develop, people become more skilled at crafting communi-
cations uniquely designed to fool each other (Anderson et al.
1999).

There is no evidence either that the ability to interview in
itself facilitates lie detection, as VH&T suggest (see Vrij 2008
for a review of those studies). It depends on how the interviews
are conducted. In one experiment truth tellers went to a shop and
bought an item that was hidden under a briefcase. Liars took
money out of the briefcase. Therefore, both truth tellers’ and
liars’ fingerprints were found on the briefcase. Swedish police
detectives were given this fingerprint evidence and were
requested to interrogate the suspect in the style of their choice.
They obtained 56.1% accuracy. In contrast, police detectives
who were taught an innovative interrogation technique aimed
at using the piece of evidence strategically during the interrog-
ation (by asking questions about the evidence without revealing
it) obtained 85.4% accuracy (Hartwig et al. 2006).

Recent research revealed another way to detect lies via stra-
tegic interviewing. As VH&T correctly argue, liars experience
more cognitive load than truth tellers. A lie catcher could
exploit the differential levels of cognitive load to discriminate
more effectively between them. Liars who require more cognitive
resources than truth tellers will have fewer cognitive resources
left over. If cognitive demand is further raised, which could
be achieved by making additional requests, liars may have more
difficulty than truth tellers in coping with these additional
requests.

Ways to impose cognitive load include asking interviewees to tell
their stories in reverse order or instructing them to maintain eye
contact with the interviewer. In two experiments, half of the liars
and truth tellers were requested to recall their stories in reverse
order (Vrij et al. 2008) or to maintain eye contact with the inter-
viewer (Vrij et al. 2010), whereas no instruction was given to
the remaining participants. More cues to deceit emerged in the
reverse order and maintaining eye contact conditions than in the
control conditions. Observers who watched these videotaped inter-
views could distinguish between truths and lies better in the reverse
order condition and maintaining eye contact conditions than in the
control conditions. Vrij et al. (2010; in press) provided overviews of
interviewing to detect deception research.

VH&T suggest future research examining how people detect lies
in daily life. Such research has already been conducted (Park et al.
2002). Less than 2% of the lies were detected at the time the lie
was told by relying exclusively on the liars’ nonverbal behavior or
speech content. Lies were mostly discovered via information
from third parties (38%), physical evidence (23%), and confes-
sions (14%).

In summary, VH&T’s view that people who deceive them-
selves are lying can be challenged, and so can their view that
people are quite good at detecting lies. People become better
lie detectors by employing interview techniques aimed at strate-
gically using the available evidence or by imposing cognitive load
on the interviewees.
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Abstract: Commentators raised 10 major questions with regard
to self-deception: Are dual representations necessary? Does self-
deception serve intrapersonal goals? What forces shape self-
deception? Are there cultural differences in self-deception?
What is the self? Does self-deception have costs? How well do
people detect deception? Are self-deceivers lying? Do cognitive
processes account for seemingly motivational ones? And how is
mental illness tied up with self-deception? We address these
questions and conclude that none of them compel major
modifications to our theory of self-deception, although many
commentators provided helpful suggestions and observations.

R1. Dual representations are unnecessary

We begin our rejoinder with Pinker’s criticisms, because
they cut to the heart of our proposal. Pinker’s first point is
that self-deception must involve dual representations, with
truth and falsehood simultaneously stored. We disagree.
An individual can self-deceive by failing to encode
unwanted information in the first place. The research of
Ditto and his colleagues (e.g., Ditto & Lopez 1992) pro-
vides the clearest example of this effect. By stopping
their information search when the early returns were
welcome (i.e., when the salivary test results suggested
good health), participants in Ditto’s experiments pre-
vented themselves from ever encoding unwanted infor-
mation that might have come along later. Thus, these
individuals self-deceived without any representation of
the truth.

Whereas Pinker proposes that the findings of Epley
and Whitchurch (2008) cannot be taken as self-deception
unless people can be shown to have accurate knowledge of
their own appearance, we argue that this is unnecessary,
even at an unconscious level. We further suspect that
people’s knowledge of their own biases is typically
limited, and thus people might often be blissfully
unaware – at any level – of the impact of their biased pro-
cessing on their self-views. It should be noted, however,
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that individuals who engage in biased encoding might
occasionally have access to the possibility that unwanted
information exists and that they avoided it. That is, they
may have some representation of their own biased infor-
mation gathering and its potential effect on the infor-
mation they have in storage.

Smith agrees with Pinker that self-deception involves
dual representations, but to Smith, this seems impossible.
Smith then characterizes our mental dualism approach as
constructing an imaginary internal homunculus, which he
tells us has “numerous problems. . . not the least of which
is its utter implausibility.” Needless to say, constructing an
internal homunculus was not part of our program, and
what he thinks is impossible, we think are everyday events.

In his thoughts on deflationism, Smith confuses us with
Mele (2001); he reintroduces a poorly defined distinction
between wishful thinking and self-deception; and he ends
by accusing us of believing that self-deception is both
intentional and unintentional. If someone else managed
to miss the point, let us state it clearly – we certainly
believe that self-deception is intentional, in the sense
that the organism itself intends to produce the bias,
although the intention could be entirely unconscious.
That is, humans have been favored by natural selection
to self-deceive for its facilitative effect on the deception
of others.

Bandura appears to agree with our argument that
avoiding the truth is a form of self-deception and thus
that the truth need not be harbored even in the uncon-
scious mind. But he argues that the deceiving self must
be aware of what the deceived self believes in order to
concoct the self-deception. As the literature on biased pro-
cessing shows, however, people can avoid unwanted infor-
mation through a variety of biases that need only reflect
the deceiving self’s goals. As is the case with the orchid,
natural selection does not require that these goals be avail-
able to conscious awareness. Thus, Bandura’s dual rep-
resentation of goals is also unnecessary for self-deception.

Finally, Harnad is also concerned about representation,
but he appears to believe that our proposal includes the
notion of self-deceivers as unconscious Darwinian robots.
We are not sure what gave Harnad this idea. If he is
arguing that a theory of self-deception would benefit
from a better understanding of consciousness, we agree.

R2. Happiness, confidence, optimism, and guilt
are interpersonal

Pinker’s second point is that we have diluted the force of
Trivers’ (1976) original theorizing about self-deception by
“applying it to phenomena such as happiness, optimism,
confidence . . . in which the loop is strictly internal, with
no outside party to be deceived.” We disagree with his
characterization of happiness, optimism, and confidence
as strictly internal. Instead, we regard all three of these
states as being of great interpersonal importance, given
that they signal positive qualities about the individual to
others. Consider, for example, the effects of confidence
on mating decisions. If you are considering entering into
a relationship with a 25-year-old woman with low self-con-
fidence, you may well reason (consciously or uncon-
sciously) that she has known herself for 25 years and you
have only known her for two weeks, so perhaps she is

aware of important deficiencies that you have yet to dis-
cover. Similarly, an opponent’s self-confidence is an
important predictor of the outcome of an aggressive con-
frontation, and thus overconfidence can give a benefit to
the degree that it induces self-doubt in the other or
causes the other to retreat.

This possibility relates to Suddendorf’s analysis of the
time course of the evolution of self-deception. Although
he provides a compelling description of when self-decep-
tion to facilitate lying might have evolved, his analysis is
limited to forms of self-deception that support deliberate
and conscious efforts to manipulate the mental states of
others. As noted earlier in this Response, self-deception
should also underlie more general efforts to portray the
self as better than it is, with overconfidence being the
classic example. Because the benefits of overconfidence
do not appear to be unique to human confrontations,
coalition building, and mating efforts, it seems highly
likely that self-deception is much older than our human
lineage.

Despite these important disagreements with Pinker, it
is worth returning to his central point about the impor-
tance of external parties. His eloquent dismissal of the
logic of self-deception for purely internal purposes
refutes the arguments proposed by Egan and McKay,
Mijović-Prelec, & Prelec (McKay et al.) that self-
deception could have evolved for its adaptive value in
the absence of any interpersonal effects. But that does
not mean that their suggestions cannot be resurrected
and restated in interpersonal terms. For example,
McKay et al. argue that self-deception is self-signaling
intended to convince the self of its own morality and
thereby eliminate the guilt associated with deception of
others. We agree that this is an interpersonal benefit of
self-deception, because inhibition of guilt appears to
make people more successful in deceiving others (Karim
et al. 2010).

Egan’s motivational argument is similarly resurrected
by Suddendorf, with the suggestion that foresight
biases might have evolved because people often need to
convince others to cooperate with their goals, and one
way to persuade others is to self-deceive about the
emotional impact of the outcome. This is an excellent sug-
gestion that applies the interpersonal logic of Trivers’
(1976) original idea regarding self-deception to the
problem of self-motivation. If true, then affective forecast-
ing errors should be greater when people must convince
others to collaborate to pursue their goal than when the
goal is a solitary pursuit. Finally, in a related vein,
Mercier suggests that confirmation biases emerge not
from self-deception but from the argumentative function
of reasoning. But if reasoning evolved in part to serve an
argumentative and thus persuasive function, we are
brought back to our original proposal that people bias
their information processing to more successfully convince
others of a self-favorable view of the world.

R3. Self-deception is bounded by plausibility

We agree with McKay et al. that people will attempt to
self-deceive but sometimes fail. We also agree that such
failures will not stop people from trying again, but failures
should guide their future efforts. In this sense, we are in
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complete agreement with Frey & Voland’s proposal that
self-deceptions are negotiated with the world; those that
are challenged and shown to be false are no longer be
believed by the self, and those that are accepted by
others continue to be accepted by the self. This idea res-
onates with Brooks & Swann’s identity negotiation
process, and it is a likely route by which self-deception
might achieve the proper dosage that we alluded to in
the target article. But it is important to note that by enga-
ging in a modicum of self-deception during identity nego-
tiation, people are likely to enhance their role in the
relationship and the benefits they gain from it. The end
result of such a negotiation is that people self-deceive to
the degree that others believe.

Frey & Voland go on to argue for a model of negotiated
self-deception that appears to be consistent with our pro-
posal (see also Buss). Lu & Chang extend their argu-
ments by suggesting that self-deception should be
sensitive to probabilities and costs of detection. Thus,
people might self-deceive more when they think they
have a more difficult interpersonal deception to achieve.

If self-deception is sensitive to interpersonal opportu-
nities and pitfalls, we are brought to Gangestad’s impor-
tant point that this too is a co-evolutionary struggle, as
people should be selected to resist the self-deception of
others. Gangestad then asks whether self-deception
might be most successful among those who have the
most positive qualities and thus are the most believable
when they self-enhance. In psychology we tend to think
of individuals with secure high self-esteem as those who
are comfortable with themselves, warts and all (Kohut
1977). But Gangestad’s suggestion raises the possibility
that secure high self-esteem might actually be a mixture
of capability and self-deception. This perspective suggests
that implicit self-esteem might correlate with self-
enhancement in the Epley–Whitchurch paradigm
because those who receive enough positive feedback to
enable high implicit self-esteem may be best placed to
convince others that they are better looking than they
really are. That is, other aspects of their personality or
capabilities (or perhaps even their physical attractiveness)
might cause Epley and Whitchurch’s self-enhancers to be
highly regarded, and because they are highly regarded,
other individuals are less likely to challenge their behavior
when they act as if they are even more attractive than they
are.

Frey & Voland attack this interpersonal story in their
claim that costly signaling theory weakens the case for
self-deceptive self-enhancement. Although we agree that
costly signaling theory explains why perceivers place a
premium on signals that are difficult to fake (e.g., honest
signals of male quality such as physical size or symmetry),
it does not follow from costly signaling theory that percei-
vers ignore signals that can sometimes be faked. Nor does
it follow that people and other animals do not try to fake
such signals when possible. One can thus infer that
signals that can be faked – and are thereby viewed by
receivers with a more jaundiced eye – will be more
readily believed by others if they are also believed by the
self. In this manner, self-deception can be accommodated
within costly signaling theory (see also Gangestad).

If self-deception is negotiated with others, then one
important outcome of this negotiation is that self-decep-
tions are likely to be plausible. This plausibility constraint

has a number of implications, the first of which concerns
Brooks & Swann’s point that although the benefits we
ascribe to confidence may be accurate, that does not
mean that they also apply to overconfidence. Although
Brooks & Swann are certainly correct – in the sense that
overconfidence has attendant costs that do not accompany
confidence – it is also the case that so long as it is not
dosed too liberally, overconfidence should be difficult to
discriminate from confidence and thus should give
people an advantage in addition to their justified
confidence.

Plausibility constraints also address Brooks & Swann’s
second argument that self-enhancement plays only a
modest role in social interaction, in which they point to a
meta-analysis that suggests that self-verification overrides
self-enhancement. As a plausibility perspective makes
apparent, this finding is not an argument against self-
deception, but rather is consistent with the idea that the
benefits of self-deception are dose-dependant. Reality is
vitally important, and people ignore it at their peril.
Thus, self-deception will be most effective when it rep-
resents small and believable deviations from reality. A
well-tuned self-deceptive organism would likely be one
that biases reality by, say, 20% in the favored direction
(see Epley & Whitchurch 2008). Thus, self-verification
strivings (i.e., an accuracy orientation) would account for
80% of the variance in people’s understanding of the
world and should thereby be at least as strong if not
much stronger than self-enhancement strivings when
strength is interpreted as variance accounted for. But if
strength is interpreted as desire to know favorable infor-
mation versus desire to know reality, then this desire
should fluctuate as a function of current needs and
opportunities.

Plausibility is also relevant to the suggestion made by
Brooks & Swann, Bandura, and Dunning that infre-
quent self-deception and consequent deception of others
may well be useful, but that excessive deception is likely
to result in discovery and rejection. Discovery and rejec-
tion seem highly likely if people rely too regularly on
deception as an interpersonal strategy; the threat of rejec-
tion from group members is one of the evolutionary press-
ures for telling the truth.

Dunning then conflates excessive boasting with self-
deceptive self-enhancement, again overlooking plausibility
constraints. This leads Dunning to conclude that self-
deception might be more useful when we regularly inter-
act with lots of strangers. Although this argument may hold
for those who rely excessively on deception and self-
enhancement, for those who practice deception in moder-
ation, self-deception ought to have facilitated deception
and self-enhancement even in (perhaps especially in)
long-term, stable small groups. Thus, the fact that
people evolved in small interdependent bands may be all
the more reason for individuals to self-deceive on those
occasions when they choose to or need to deceive others.

We see further perils of ignoring plausibility in the tacit
assumption shared by some of our commentators that all
deception must be accompanied by self-deception. For
example, Vrij argues that the self-deceptive biases we
describe in our proposal account for only a small portion
of the vast number of lies that people tell in their everyday
lives. Although that may well be true, there is an enormous
ascertainment bias: We are much more aware of our
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conscious deceptions than we are of our unconscious
deceptions. More importantly, the existence of self-decep-
tion as an interpersonal strategy does not preclude delib-
erate deception. Plausibility constraints ensure that not
all deception is capable of benefiting from self-deception.

In this manner, plausibility constraints also inform
future research. For example, Buss describes a series of
interesting hypotheses about self-deception within
families and between the sexes regarding one’s feelings.
Deceptions about internal qualities such as feelings are
difficult to disprove and thus seem likely candidates for
self-deception. In contrast, the personal ad study that
Buss describes, with men overestimating their height
and women underestimating their weight, seems like a
less plausible candidate for self-deception. Although
men and women might believe their own exaggerations
to some degree, it seems highly unlikely that they are
self-deceived about the full extent of their claims, given
the ready availability of contradictory evidence. These
sorts of exaggerations are likely to be rapidly dismissed
when people begin to negotiate an actual relationship,
and thus initial deception of others in the absence of
self-deception is likely to be more common in cases such
as these.

Humphrey argues that an important cost to self-decep-
tion is loss of insight into the deceit of others. He suggests
that when we deceive, we learn that others do the same,
and if we self-deceive, we lose that learning opportunity.
We agree that this is a cost but one that is limited by the
percentage of our deception accompanied by self-decep-
tion. Plausibility constraints ensure that most of us tell
plenty of deliberate lies on which we can later reflect.
Humphrey goes on to note that Machiavellianism might
be considered the flip-side of self-deception. This is an
interesting suggestion and raises the testable hypothesis
that the more one adopts either of these strategies, the
less likely one is to adopt the other. This too is relevant
to plausibility, given that different abilities and proclivities
will make people differentially successful when using these
potentially competing strategies.

Mercier notes that because lies are often detected by a
lack of internal consistency, self-deception would facilitate
lie detection rather than other deception, insofar as self-
deceivers could no longer maintain internal consistency.
But it is easy to imagine how plausibility constraints
produce the necessary consistency in self-deception.
Indeed, the lies that we tell others that are based on
biased information processing may be just as internally
consistent as the lies we tell knowingly, maybe even
more so, because we do not need to worry about mixing
truth and lies when we self-deceive. For example, if I
bias my information gathering in the manner described
by Ditto and Lopez (1992), then all the information at
my disposal is internally consistent and supportive of the
fact that I do not have a potential pancreatic disorder.
Unbiased information gathering would have only put me
in the potentially awkward position of learning that I do
have the potential for the disorder, and then being
forced to cover up that information.

Although the need to believe one’s own self-deceptions
increases the likelihood that they are internally consistent,
it does not follow that we are our own fiercest critics, as
Fridland suggests. That is, our ability to detect deception
in others does not necessarily translate into detection of

deception in ourselves. Furthermore, it does not follow
that if we are better at detecting lies in close others,
then we should be best in detecting them in ourselves.
The flaw in Fridland’s reasoning is that the motivation to
detect deception is opposite in self versus other deception;
we are strongly motivated to detect the latter but not the
former. Indeed, the world is replete with individuals
who are intolerant of behaviors in others that they
excuse in themselves (Batson et al. 1997; Valdesolo &
DeSteno 2008). By Fridland’s logic, such hypocrisy
should be impossible. Likewise, we do not see the self as
simply the endpoint of a continuum of familiarity from
strangers to close friends to the self – rather, the self is
qualitatively different.

R4. Cultural differences are only skin deep

Heine disagrees with our claim that self-enhancement is
pan-cultural, cites his meta-analyses that support his pos-
ition that there is no self-enhancement in East Asian cul-
tures, and dismisses the evidence and meta-analyses that
are inconsistent with his perspective. Most of these argu-
ments are a rehash of his debate with Sedikides, Brown,
and others, and because these authors have already
addressed the details of Heine’s claims, we refer interested
readers to their thorough rebuttals rather than devote the
necessary ink here (e.g., see Brown 2010; Sedikides &
Alicke, in press; Sedikides & Gregg 2008). It is important
to note, however, that Heine has missed the bigger picture
regarding the purpose of self-enhancement. From an evol-
utionary perspective, the critical issue is not that self-
enhancement is intended to make the self feel better
about the self, but rather that it is intended to convince
others that the self is better than it really is. Self-enhance-
ment is important because better selves receive more
benefits than worse selves. Better selves are leaders,
sexual partners, and winners, and worse selves are fol-
lowers, loners, and losers, with all the social and material
consequences of such statuses. Because East Asians also
win friends, mates, and conflicts by being better than
their rivals, we expect that they will gain an edge in
coalition building, mating, and fighting by self-enhancing
(just as Westerners do). But because different cultures
have different rules about what it means to be moral and
efficacious, as well as different rules about how best to
communicate that information, it also follows that there
should be cultural variation in self-enhancement.

By virtue of their collectivism, cultures in East Asia
place a premium on harmony and fitting in with others,
and thus modesty is an important virtue. As a conse-
quence, East Asians are far less likely than individualist
Westerners to claim to be great or to act in ways that
suggest they believe they are great, given that immodesty
itself provides direct evidence in East Asia that they are
not so great after all. The importance of modesty in collec-
tivist cultures raises the possibility that East Asians may
self-enhance by appearing to self-denigrate – by exagger-
ating their modesty. That is, humble claims by East Asians
could be made in service of self-enhancement. Consistent
with this possibility, Cai et al. (2011) found that among
Chinese participants, dispositional modesty was negatively
correlated with explicit self-esteem but positively corre-
lated with implicit self-esteem (measured via the IAT
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[Implicit Association Test] and preference for one’s own
name). In contrast, among North American participants,
dispositional modesty was negatively correlated with expli-
cit self-esteem and uncorrelated with implicit self-esteem.
Indeed, when Cai et al. (2011) instructed Chinese and
North American participants to rate themselves in either
a modest or immodest fashion, they found that immodest
self-ratings reduced implicit self-esteem and modest self-
ratings raised implicit self-esteem among Chinese partici-
pants but had no effect on North American participants.
These results provide evidence that modesty can itself
be self-enhancing, and just as important, that modesty
demands will by necessity minimize explicit self-enhance-
ment in East Asian cultures.

Nevertheless, these results do not provide clear evidence
that East Asians believe they are better than they are (as we
claim they should), because implicit measures are not well
suited for demonstrating such a possibility. The Epley–
Whitchurch (2008) paradigm is well suited for demonstrat-
ing that people believe they are better than they are. We
expect that the Epley–Whitchurch paradigm would
reveal self-enhancement just as clearly in East Asia as it
does in the West. Furthermore, particularly strong evidence
for our argument regarding the impact of modesty on
claims versus beliefs would emerge if Easterners chose
their actual or even an uglified self when asked to find
their self in an array of their own real and morphed faces
(Epley & Whitchurch, 2008, Study 1) but nevertheless
found their attractive self more quickly in an array of
other people’s faces (Epley & Whitchurch, 2008, Study
2). Such a pattern of results would speak to the value of
“claiming down” while “believing up” – or the co-occur-
rence of modesty and self-enhancement in collectivist cul-
tures. Despite the allure of such a finding, it may be the
case that the Epley–Whitchurch paradigm is too subtle
for most people to use to demonstrate modesty, and thus
East Asians may show self-enhancement in both explicit
choices and reaction times. Heine would presumably
predict that self-enhancement would not emerge in East
Asia with either of these measures.

In a similar vein, Egan suggests that if self-deception
serves deception of others, then people should be particu-
larly likely to deceive themselves about moral issues,
because getting others to believe one is more moral
would cause others to “lower their guard.” In apparent
contrast to this prediction, Egan notes that Balcetis et al.
(2008) found that collectivists self-enhance less in moral
domains than do individualists. Unfortunately, Balcetis
et al.’s study does not address Egan’s point. Balcetis
et al. asked people to make judgments regarding moral
behaviors in which they might engage, and they found
that collectivists were less likely than individualists to over-
estimate their tendency to engage in moral behaviors. But
what does this finding mean with regard to self-deception?
Are collectivists simply self-enhancing less on overt
measures, as has been found many times in many
domains (see Heine)? Or are collectivists more attuned
to their own interpersonal behavior, and thereby more
aware of their actual likelihood of engaging in a variety
of interpersonal moral acts? It is unclear from the Balcetis
et al. studies whether collectivism is truly associated with
self-deceptive self-enhancement in moral domains, nor is
it clear what such a finding would mean with regard to
the evolution of self-deception.

R5. There is a central self and it’s a big one

Guided by data from cognitive and social psychology that
indicate that self-knowledge is too vast to load into working
memory, Kenrick & White suggest that content domains
determine which subselves are activated and guide infor-
mation processing. This view leads Kenrick & White to
redefine self-deception as selectivity. Although we agree
that only certain aspects of the self are activated at any
one time, we disagree with their proposed implication of
this issue for self-deception. As Kenrick & White note,
selectivity involves gathering, attending to, and remem-
bering only that which is important to the active subself
(or working self-concept; Markus & Wurf 1987). But
people do not simply gather, label, and remember that
which is selectively important to the active subself.
Rather, people also gather, label, and remember infor-
mation that is biased in favor of their current goals.
Good news and bad news are equally important to the
active subself, but self-deception selectively targets the
good news – the better to persuade others that the state
of the world is consistent with the goals of the self-
deceiver.

In response to a similar set of concerns, Kurzban
attempts to sidestep the problem of self-deception by
deleting the concept of the “self” in favor of multiple, inde-
pendent mental modules. In our opinion this is an error, as
data from social psychology and cognitive neuroscience
suggest otherwise. For example, the finding that brain
regions involved in executive control can inhibit the
activity of other brain regions (e.g., Anderson et al.
2004) suggests that there is a central self and that this
central self has (limited) access to and control of infor-
mation processing.

Kurzban also wants to avoid metaphors such as level of
consciousness, and he argues instead that modularity pro-
vides an easy solution to the problem of self-deception. On
the surface these arguments seem compelling, given that
self-deception in a modular system seems simple, almost
inevitable. Problems emerge, however, when we take the
modularity metaphor seriously. If we accept the idea
that the mind is composed of isolated modules, we are
led to a question similar to that raised by Bandura:
Which module directs behavior when two (or more)
modules are equally relevant? Without a central self that
controls, activates, and inhibits other systems, modules
would continually be captured by external events in a
manner that would disrupt sustained goal pursuit.

Perhaps more importantly, if a modular system shows
functional specificity and information encapsulation
(Kurzban & Aktipis 2006), why do systems that should
logically be distinct leak into each other? For example,
why does hand washing reduce cognitive dissonance
(Lee & Schwarz 2010); why does touching a hard object
make people more rigid in negotiations (Ackerman et al.
2010); why does holding a warm cup make someone else
seem friendlier (Williams & Bargh 2008); and why do
people who were excluded feel physically cold (Zhong &
Leonardelli 2008)? Embodiment research demonstrates
that modules, if they exist, are neither functionally distinct
nor autonomous. Furthermore, the notion of levels of con-
sciousness might be less metaphorical than the notion of
modularity, given that research dating back to Ebbinghaus
(1885) has shown that some information can be
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consciously recollected, other information can be recog-
nized as accurate even though it was not recollected,
other information leaves a residue in consciousness even
if the information itself is unconscious (e.g., the sense of
familiarity – Jacoby 1991), and still other information is
entirely unconscious but nevertheless drives behavior in
a manner that is also outside of conscious awareness
(Kolers 1976). Thus, the concept of modules allows us to
escape neither the concept of the self nor levels of con-
sciousness, leaving us to conclude that modularity does
not provide an easy solution to the problem of self-
deception after all.

Nevertheless, the existence of subselves can lead to
competing goals at different levels of consciousness. This
possibility leads Huang & Bargh to argue that uncon-
scious pursuit of goals that are inconsistent with conscious
desires is a form of self-deception. We agree that these
dual systems of goal pursuit enable self-deception, and
some of the examples they cite support such an interpret-
ation. We disagree, however, that such deviations from
conscious behavioral control are necessarily varieties of
self-deception. Rather, these inconsistencies are evidence
of competing goals that may or may not involve self-decep-
tion. For example, if a person previously held a certain atti-
tude and then was persuaded to the opposite position, the
original attitude might remain in an unconscious form and
might continue to influence some types of goal-directed
behavior (Jarvis 1998). This sort of slippage in the
mental system facilitates self-deception, but it can
emerge for non-motivational reasons as well, such as habit.

Although there is now substantial evidence for such dis-
sociations between conscious and unconscious processes,
Bandura argues that interconnections between brain
structures suggest that mental dualisms of this sort are
unlikely. It does not follow from rich neural interconnec-
tions, however, that people have conscious access to infor-
mation that is processed outside of awareness. Conscious
access is clearly limited, although as noted earlier, there
is commerce between conscious and unconscious mind.
Bandura goes on to question how the contradicted mind
can produce coherent action. The Son Hing et al. (2008)
experiment provides an answer to this question: This
study shows that competing conscious and unconscious
attitudes influence behavior under predictable circum-
stances (see also Hofmann et al. 2009). It should be kept
in mind, however, that attitudinal ambivalence can also
be reflected in consciousness, and thus people often
knowingly behave in self-contradictory ways.

R6. Self-deception has costs

Funder raises two important issues. First, he asks why
people would ever self-deceive in a downward direction.
Despite the fact that most people self-enhance, some
people self-diminish. If we accept the possibility that
these individuals are as likely as self-enhancers to believe
their self-diminishing claims, the question emerges
whether self-diminishment may be favored by natural
selection, and if so, why?

We believe that there are two major sources to “deceiv-
ing down.” On the one hand, it is sometimes directly adap-
tive. In herring gulls and various other seabirds, offspring
actively diminish their apparent size and degree of

aggressiveness at fledging so they will be permitted to
remain near their parents, thereby consuming more par-
ental investment. In many species of fish, frogs, and
insects, males diminish apparent size, color, and aggres-
siveness to resemble females and steal paternity over
eggs (see Trivers 1985). These findings indicate that
deceiving down can be a viable strategy in other species,
and thus likely in humans as well, which should lead to
self-deceptive self-diminishment. An important question
would be to identify domains in which different types of
people gain by self-diminishing.

On the other hand, people may also be socialized or
otherwise taught that they are less capable, moral, or
worthy than they really are. If acceptance of this negative
message leads to self-diminishment biases, then perhaps
such individuals’ self-views represent an imposed variety
of self-deception, whereby the individual self-deceives in
a direction that benefits someone else, such as a parent,
spouse, or dominant group (Trivers 2009). If so, this
would appear to be an important cost to self-deception
that may be borne by a substantial percentage of the
population.

Related to this issue, Funder’s second point is that we
make only passing reference to the costs of self-deception
and focus almost exclusively on the associated gains. We
plead guilty to this charge, because our goal was to estab-
lish why self-deception might have evolved, and that goal
required attention to possible benefits. The costs of self-
deception – particularly those regarding loss of infor-
mation – seem apparent and real, and thus it is important
to establish the benefits that select for self-deception in
the first place. Of course, any mature evolutionary
theory of the subject must be based on a cost/benefit
analysis, and we acknowledge many of the costs that
have been suggested.

For example, Mercier suggests that if we do not know
that we lied, then we cannot apologize and make amends
(see also Khalil). This is true, and it is a cost of self-decep-
tion. However, this cost must be weighed against the gain
achieved by appearing less culpable when lying. Ignorance
is typically a lesser crime than duplicity, but an apology
may sometimes offset or even outweigh that benefit.

A different type of cost is raised by Johansson, Hall, &
Gärdenfors (Johansson et al.), who suggest that people
might accidentally convince themselves in their self-
deceptive efforts to convince others, and thus they might
not retain any representation of the truth. In support of
this possibility, Johansson et al. discuss choice blindness,
or the frequent inability of people to notice that their pre-
ferred option was switched after they made a choice. In
their experiments on choice blindness, Johansson et al.
found that people justified their non-chosen outcome
just as vociferously as their chosen one, which suggests
that they do not know why they chose as they did. Most
intriguingly, Johansson et al. also describe evidence that
these justified non-choices later become preferred
options, suggesting that people have convinced themselves
of their new preferences.

We agree that this is a possible cost and see it as another
example of why simultaneous representation of truth and
falsehood is not necessary for self-deception. Neverthe-
less, there may be some types of self-deception where
the truth is lost and other types where the truth is retained
and can later be accessed when the deceptive deed is done
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(Lu & Chang). This is a provocative possibility, and there
is evidence to suggest that such a system might operate at
least some of the time. For example, Zaragoza and col-
leagues (e.g., McCloskey & Zaragoza 1985) have found
that suggestive probes will cause people to recall false
information in line with the suggested information.
When individuals are later given a recognition task,
however, they remain capable of recognizing the accurate
information that they were originally presented. Thus, the
possibility remains that memory might be distorted in
favor of a self-deceptive goal and then revert back to
reality when the deception ends, which would minimize
the costs outlined by Johansson et al.

Frankish describes a cost similar to that of Johansson
et al. in his argument that people often accept a claim as
true for the purpose of exploring it or taking a certain per-
spective, despite knowing that it is false. Frankish proposes
that this system has some slippage, as people can come to
believe what they originally only accepted, perhaps by
observing their own behavior. Acceptance appears to be
another avenue by which people could end up self-deceiv-
ing in their efforts to deceive others. Particularly if it proves
to be the case that people are more likely to adopt an
accepting role when faced with congenial arguments,
Frankish’s suggestion would seem to provide another
route for self-deception in service of offensive goals.

The notion of costs takes a different turn in the argu-
ments put forward by Khalil, who tells us that in claiming
that self-deception has evolved, we are implicitly assuming
that it is “optimal.” Unfortunately, he does not tell us what
he means by this term or why we should be tagged with
believing it. Apparently our argument that self-deception
may be a tactic in deceiving others commits us to the
notion that self-deception is optimal. We know of no poss-
ible meaning of “optimal” for which this is true, but we are
not trained in economics. In biology and psychology, we
do not believe that evolution generates optimality very
often (if at all). Nor do we believe that self-deception is
optimal, in the sense of not being able to be improved
upon. Khalil argues that if he can show that self-deception
is suboptimal, then our theory collapses, but he offers no
logic to support this claim. Economics apparently pro-
duces theorems claiming that suboptimal solutions will
be swept aside by economic forces, but we doubt the val-
idity of such theorems even within economics, much less
evolutionary biology and psychology.

We do agree that Adam Smith had some very insightful
things to say about self-deception, that open confession
and plea for forgiveness may often be preferable to self-
deception, and that self-deception can sometimes be costly.
But unlike Khalil, we believe that selection can favor individ-
uals who fight their tendency to self-deceive in some circum-
stances while at the same time practicing it in others.

R7. It remains unclear how well people detect
deception

Vrij’s major point is that people are in fact poor lie detec-
tors, and he claims that this conclusion is supported by the
various experiments that he cites. We examine the details
of this claim in the following paragraphs, but let us note at
the outset that every one of the studies Vrij cites (as well as
those cited by Dunning on this point) suffers from the

same methodological limitations we discuss in our target
article. Thus, none of the additional data that are raised
address the criticisms made in the target article.

First, Vrij argues that experiments advantage detectors
rather than deceivers because detectors know they might
be lied to. Although this is true, most situations that motiv-
ate lying in everyday life also raise awareness that one
might be lied to (as Humphrey notes). Second, Vrij
argues that intimacy increases perceptions of truthfulness.
Although this appears to be true much of the time, it does
not follow that intimacy decreases accuracy in detection of
deception. Rather, intimacy could lead to a stronger per-
ceived likelihood of truthfulness (beta in signal detection
terms) and simultaneously better discriminability (d0).
The lack of evidence for better lie detection in friends
over strangers described by Vrij speaks more to the
methods used than to the answer to this question,
because these studies suffer from the same limitations as
the ones we reviewed. Third, the Hartwig et al. (2006)
study raised by Vrij is interesting, but it does not speak
to the questions that concern us about whether cross-
examination helps people detect deception. Again, the
lies told in Hartwig et al. were trivial, and thus cross-exam-
ination will not necessarily increase accuracy. Fourth,
Vrij’s own research on enhancing cognitive load is also
interesting, but it is easy to see how his work supports
our position that cross-examination helps detectors,
because cross-examination also enhances cognitive load
on the deceiver. The fact that Vrij can demonstrate
effects of cognitive load with trivial lies provides further
evidence that lie detection remains an important threat
to liars. Fifth, Vrij raises the fact that Park et al.’s (2002)
research shows that detection of lies in daily life relies
almost entirely on third parties and physical evidence,
and not on nonverbal behavior. As Vrij notes, however,
14% of the lies reported in this research were detected
via confessions. Importantly, these were solicited confes-
sions based on confrontations about suspicious behavior
and the like. Additionally, the methodology in this study
was based on recall, which is not only faulty but also influ-
ences the type of lies people may choose to disclose to the
experimenters. Last, participants in the Park et al. study
were simply asked about a recent lie they discovered,
and thus as with most previous research, many of the
lies they detected were likely to be trivial. Selection
pressure should be heaviest on important lies, and thus
we reiterate our claim that research is necessary to
examine the detection of important lies in vivo.

Finally, Dunning raises a related possibility that people
might do a better job deceiving if they do not care about
the truth. This argument is plausible for deceptions that
have few if any consequences for the deceiver (and we
agree that “bullshitting” is a case in point), but the more
important the deception is, the more people are forced
to care about the truth because its discovery will cause
them harm. Thus, this possibility seems unlikely for impor-
tant deceptions.

R8. Self-deceivers are liars, whether they know it
or not

Fridland and Vrij both argue that self-deceivers are not
lying (although Fridland’s claim is stronger, in that she
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states that they are not even deceiving). This is true in the
strictest sense of what it means to lie, but untrue once we
understand that deception of others is the motivation for
self-deception. For example, imagine I want to convince
you that your spouse was not with my best friend while
you were out of town. Imagine further that I have an
acquaintance who mentions that he saw your spouse at
3:00 p.m. in the hair salon and at midnight in a bar. If I
choose not to ask my acquaintance whom your spouse was
with, or if I only ask my acquaintance whom she was with
in the hair salon and avoid asking the more probative ques-
tion of whom she was with in the bar, then I am lying when I
later tell you that to the best of my knowledge she was not
with my friend. Strictly speaking, what I am telling you is
true. But the lie occurred when I initially gathered infor-
mation in a biased manner that served my goal of convincing
you of my friend’s innocence regardless of what the truth
might be.

R9. Motivation can drive cognition

Kramer & Bressan make the interesting suggestion that
belief in God might be an unintended consequence of effi-
cient cognitive processes rather than evidence of self-decep-
tive processes that impose order and a sense of control on
the world. Kramer & Bressan suggest that people who
have stronger schemas are more likely to have their attention
captured by schema-violating events, with the end result that
they attribute supernatural importance to what are in
essence coincidences. But what if motivation drives cogni-
tion? What if people who have a stronger than average
motivation to see order in their universe (perhaps because
they feel insufficiently resourceful to cope in the absence
of order and control) are more likely to establish strong
schemas when they receive any support for those schemas
from the environment? Such strong schemas then provide
them with the order that they desire.

From Kramer & Bressan’s data we do not know why
people have strong schemas or not – we only know that
there are individual differences. If motivation influences
the establishment of strong schemas, then Kramer & Bres-
san’s data could be construed as support for our self-decep-
tion argument, because the people who crave order in the
universe are more likely to see schema violations as mean-
ingful events. The same argument holds for their descrip-
tion of the Amodio et al. (2007) study in which strong
schemas were associated with the desire for strong govern-
ment. Indeed, liberals have greater tolerance of ambiguity
than conservatives (Jost et al. 2007), which again suggests
that motivation might drive schema strength rather than
the other way around. In contrast to Kramer & Bressan’s
claim, schema strength is not evidence of “efficient
memory and attentional processes”; rather, it is the flexible
use of schemas in information processing (i.e., assimilation
and accommodation) that enables efficient memory and
attention. Kramer & Bressan conclude by noting that illu-
sions and conspiracy beliefs could also result from
reduced motivation to accurately analyze the situation
among those who are unlikely to gain control. In contrast
to this possibility, people with a low sense of control typi-
cally engage in effortful (but often unsuccessful) struggles
to regain control and comprehension (e.g., Bransford &
Johnson 1973; Weary et al. 2010).

In contrast to the “accidental cognitive by-product”
arguments of Kramer & Bressan, Gorelik & Shackel-
ford suggest that religion and nationalism might be con-
sidered an imposed variety of self-deception. Their
proposal extends the work of Kay et al. (2008) and
Norris and Inglehart (2004) by considering various ways
that self-deception might intertwine with religious and
nationalistic practice.

Mercier makes a more general version of Kramer &
Bressan’s argument by claiming that we need not invoke
self-deception to explain self-enhancement; rather, it
could be the result of an error management process that
favors less costly errors. However, to support this argument
he is forced to dismiss the cognitive load and self-affirma-
tion findings, which he does by claiming that these manip-
ulations reduce the tendency to engage in reasoning.
Although cognitive load certainly disrupts reasoning,
self-affirmation does not. For example, self-affirmation
reduces some types of reasoning (i.e., self-image mainten-
ance) while increasing other types (e.g., consideration of
unwelcome information; for a review, see Sherman &
Cohen 2006). Indeed, the different mechanisms but
similar consequences of self-affirmation and cognitive load
make up one of the reasons why they are so powerful in
combination – one is motivational, and the other cognitive.

R10. Mental illness is associated with too little
and too much self-deception

Preti & Miotto suggest that people with mental illness
self-deceive less than mentally healthy people. We would
agree that this is often the case (see Taylor & Brown
1988). Preti & Miotto conclude by noting that mirror
systems might enable self-deceivers to detect deception
better in others, at least when that deception is
accompanied by self-deception. This is an intriguing pre-
diction that also sets boundary conditions on Humphrey’s
proposal that self-deception might inhibit detection of
deception in others.

Troisi argues that somatoform disorders are often a form
of self-deception, and he describes an experiment by
Merckelbach et al. (2010) in which people were asked to
explain why they had endorsed a symptom that they had
not in fact endorsed. Over half of the participants did not
notice the switch and showed evidence that they now
believed they had the symptom. Similarly, people who
had earlier feigned a symptom showed evidence that they
now believed they had it. These findings seem similar to
the choice blindness studies of Johansson et al. in which
people also unintentionally deceived themselves. Such
somatoform disorders could be regarded as a cost to a
system that allows self-deception – if the mind evolved to
allow people to be able to convince themselves of desired
outcomes, then it might also allow people to convince them-
selves of unintended or unwanted beliefs. As Troisi notes,
however, somatoform disorders can be regarded as an inter-
personal strategy intended to elicit sympathy and care.

R11. Conclusions

Our goal has been to show that a comprehensive theory of
self-deception can be built on evolutionary theory and
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social psychology. Our commentators have raised areas
where the data need to be strengthened, have noted
alternative hypotheses, and have disagreed with us about
the central tenets of our theory. They have also suggested
refinements in logic and interpretation of the evidence and
have made novel predictions. None of the empirical or
conceptual challenges strikes us as fatal to the theory,
and so it remains for future research to assess the merit
of our ideas and how best to extend them. Call it self-
deception if you will, but we think that our enterprise
has passed the first test.
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